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Preface

We are happy to present Decalog 2007, the 11th workshop on the Semantics and Pragmatics of Dia-
logue, ten years after the inception of the series in 1997. This year’s workshop continues the tradition
of presenting high-quality talks and posters on dialogue from a variety of perspectives such as formal
semantics and pragmatics, artifical intelligence, computational linguistics, and psycholinguistics. The
appeal of the SemDial series is growing — this year we have seen interest from researchers in fields as
diverse as language pedagogy, field linguistics, and sociology (unfortunately these people did not submit
papers, mostly for technical reasons).

We received 32 submissions to the main session, and each was reviewed by two or three experts.
We selected 19 talks for oral presentation (of which 17 will be presented); the poster session hosts many
of the remaining submissions, together with additional submissions that came in response to a call for
late-breaking posters and demos.

We are lucky to have four first-rate researchers on discourse and dialogue as invited speakers — Bruno
G. Bara, Renato De Mori, Paul Piwek and Ipke Wachsmuth. They represent a broad range of perspectives
and disciplines, and together with the accepted talks and posters we hope to have a productive and lively
workshop.

We are grateful to our reviewers, who invested a lot of time giving very useful feedback, both to
the program chairs and to the authors: Jan Alexandersson, Maria Aloni, Nicholas Asher, Anton Benz,
Raffaella Bernardi, Patrick Blackburn, Johan Bos, Monica Bucciarelli, Craig Chambers, Marco Colom-
betti, Paul Dekker, Raquel Ferndndez, Ruth Filik, Simon Garrod, Jonathan Ginzburg, Joris Hulstijn,
Elsi Kaiser, Alistair Knott, Staffan Larsson, Alex Lascarides, Colin Matheson, Nicolas Maudet, Philippe
Muller, Fabio Pianesi, Martin Pickering, Manfred Pinkal, Matthew Purver, Hannes Rieser, Laurent Rous-
sarie, David Schlangen, Amanda Stent, Matthew Stone, Enric Vallduvi, and Henk Zeevat.

This workshop would not have been possible without the generous support of CIMeC — the Center For
Mind/Brain Sciences at the University of Trento; LUNA — the EU-funded project on Spoken Language
Understanding in Multilingual Communication Systems; and ILIKS — the Interdisciplinary Laboratory
on Interacting Knowledge Systems.

Many thanks to the local organization team in Rovereto, headed by Massimo Poesio and Alessia
La Micela, who have invested an enormous amount of work and preparations to have the workshop run
smoothly.

Ron Artstein and Laure Vieu

Colchester and Trento, May 2007
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Neur opragmatics. Mind/brain evidence
for communicative intentions.

Bruno G. Bara
Center for Cognitive Science
University and Polytechnic of Turin
bruno.bara@psych.unito.it

Keyword: communication; pragmatics; intention; socia brain.

Human beings are genetically designed in order to maximize their capacity for social interaction. At
birth they aready possess complex primitives (like sharedness) which alow them to master
communication far beyond other animals’ ability.

The most important primitive for communication is communicative intention, which may be
formally defined (Bara, 2007) as follows:

ClNTA’B P= INTA SharedB,A (p O ClNTA,B p)

A has the communicative intention that p towards B (CINTag p) when A intends (INT4) that the
following two facts be shared by B and herself (Sharedsa): that p, and that she intended to
communicate to B that p (CINT ag p).

The developmental evidence of communicative intention as primitive is that 9-months-old children
perform communication acts like declarative pointing. |.e., they are able to express the intention of
sharing an action/object between the self and the other (Tomasello et al., 2005).

The neuroimaging evidence consists in a series of fMRI experiments, where we demonstrated that
the anterior paracingulate cortex is not necessarily involved in the understanding of other people’'s
intentions per se, but primarily in the understanding of the intentions of people involved in socidl
interaction (Walter et al., 2004). Moreover, this brain region showed activation when a represented
intention implies socia interaction and therefore had not yet actually occurred. This result suggests
that the anterior paracingulate cortex is also involved in our ability to predict future intentional
socia interaction, based on an isolated agent’s behaviour. We conclude that distinct areas of the
neural system underlying theory of mind are specialized in processing distinct classes of intentions
(Ciaramidaro et al., 2007), among which there is communicative intention with its distinctive
features.
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A dialogue act based model for context updating

Roser Morante

Simon Keizer

Harry bunt
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Abstract

In this paper we describe a context update
model that has been implemented in a di-
alogue manager. The model is based on
the assumptions that utterances in a dialogue
can be represented in terms of dialogue acts,
and that they provoke several types of effects
in the dialogue participant’s belief state. In
the paper, a step-by-step analysis of the con-
text update during a dialogue will be pro-
vided, focusing on the belief states of the di-
alogue patrticipants.

Introduction

t@uvt.nl

utterances have in the belief state of dialogue partic-
ipants.

This paper is organised as follows. Section 2
presents the theoretical background. In Section 3 we
describe the update model, which is then applied to
an example dialogue in Section 4. A step-by-step
analysis of the context update during a dialogue is
provided, showing how the belief states of the dia-
logue agents evolve, provoking changes in the con-
text model that have a role in the generation of utter-
ances. Section 5 ends the paper with discussion and
conclusions.

2 Theoretical background

In Dynamic Interpretation Theory (DIT) (Bunt,

In this paper we describe a context update model thahoo), a dialogue is modelled as a sequence of ut-
has been implemented in a dialogue manager th@drances expressing setsdidlogue acts These are
operates within an interactive question answeringemantic units, operating on the information states
system (Keizer and Bunt, 2006), making it possiblg the participants. Formally, a dialogue act in DIT
to develop complex dialogue act generation mechgpnsists of asemantic contenand acommunica-
nisms that employ the rich information provided bytjve function the latter specifying how the infor-
the beliefs in the context model.
The context update algorithm is built on DynamiGhe former upon understanding the corresponding
Interpretation Theory (DIT), (Bunt, 2000), in which yiterance. Communicative functions are organised
dialogue utterances are interpreted as having ify 5 taxonomy consisting of terdimensiongBunt,
tended context—changing effects that are determine@og): Task-Oriented acts, Auto-Feedback, Allo-
by the dialogue act(s) being performed with the utreedback, six dimensions of Interaction Manage-
terance. So, generally speaking, we follow the Informent (1M), such as turn- and time-management, and
mation State Update approach in dialogue modellinggial Obligations Management (SOM). Several di-
(Traum and Larsson, 2003), with a strong emphasigogue acts can be performed in each utterance, at
on dialogue acts and a complex context model.
The contextupdate is based on the specification gfnication are different aspects of the communica-

the preconditions of the dialogue acts in the DIT taxtjon process that can be addressed independently and
onomy, which describe the motivation and assUMPsimultaneously by means of dialogue acts.
tions of an agent to perform the dialogue act, and

on the representation of several types of effects th

mation state of the addressee is to be updated with

most one from each dimension. Dimensions of com-

P —"
1See web page http://ls0143.uvt.nl/dit/.



LingContext :

SemContext : [

CogContext :

user_utts : (last_user_dial_act = udag, uda—;, uda—z, ..
system_utts : (last_system_dial_act = sdag, sda—;,sda—z,...)
topic_struct : (referents)

conv_state : opening|body|closing

candidate_dial_acts : ...

dial_acts_pres : ...

task_progress : comp_quest|quest_qa|answ_eval|user_sat
user_model : (beliefs)

own_proc_state : |:

partner_proc_state :

belief -model : (beliefs)
common_ground : (mutual _beliefs)

| SocContext : [comm,pressure : none\grt|ap0|thk:|valed]

D 1

proc_problem : perc|int|eval|exec|none
user_model : (beliefs)

proc_problem : perc|int|eval|exec|none
user_model : (beliefs)

Figure 1: Feature structure representation of the context model used.

A participant’s information state in DIT is called it particularly operates on. For example, dialogue
his context modeland contains all information con- acts in the task/domain dimension typically pro-
sidered relevant for his interpretation and generatiovoke changes in th&emantic Contexand SOM
of dialogue acts. A context model is structured int@cts typically create or release communicative pres-

several components:

sures as recorded in tl&ocial Context The meta-
information for user utterances typically results in

1. Linguistic Contextlinguistic information about the utter- . . .
ances produced in the dialogue so far (a kind of 'extendeth€ recording of processing problems in the own pro-

dialogue history’); information about planned system di-cessing state of th€ognitive Context Feedback

alogue acts (a 'dialogue future’);

acts also provoke changes in tBegnitive Context

2. Semantic Contextontains current information about the but may cause beliefs in any part of the context
task/domain, including assumptions about the dialogugnodel to be cancelled. The system providing do-

partner’s information;

main information to the user will result in a belief

3. Cognitive Contextthe current processing states of bothin the Semantic Contexdbout the user now having
participants, expressed in terms of a level of understancthiS information, but that belief will have to be can-

ing reached (see Section 3.3);

celled when the user then produces a negative auto-

4. Physical and Perceptual Contexthe perceptible aspects feedback act, indicating he did not hear or under-

of the communication process and the task/domain;

5. Social Contextcurrent communicative pressures.

stand the system’s utterance.
In the next section we describe the part of the
update model related to updating the beliefs of di-

In Figure 1, a feature structure representation Slogue participants.

given of our context model. The context model is ex-

tensively described in (Keizer and Morante, 2007)3 The context update model

Currently, information about the physical and per-
ceptual context is not considered relevant for th
types of dialogue and underlying tasks that we wil
consider in Section 4.

In updating the context model on the basis o
dialogue acts, their preconditions form the basi
for changing the system’s belief model.
a correspondence between the dimension of a di
logue act and the components of the context mod

10
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gegarding the context update, DIT follows the same
pasic idea as the information state update approach
(Traum and Larsson, 2003): the context model is
ppdated during a dialogue under the influence of
ghe participants’ utterances, depending particularly
n thedialogue actsperformed. The context up-
date starts from an abstract representation of the ut-
fgrances in terms of dialogue acts. Dialogue acts



have preconditions, which represent the motivatioipant’s believed mutual beliefs about a weak belief,
and assumptions required for the agent to perforare strengthened to become believed mutual beliefs
a dialogue act. This approach is similar to the BDabout a strong belief when (1) he believes that both
paradigm (Allen and Perrault, 1980). partners believe that the utterance was well under-
In order to explain the epistemic aspects of thetood by the addressee and accepted without evalua-
context update, DIT defines mechanisms for cortion problems; (2) he has evidence that both dialogue
text update, as well as several types of effects thaartners have evidence that they both have evidence
utterances provoke in the context model. This se¢hat (1) is the case. An extended explanation about
tion is devoted to present both the mechanisms atebw strengthening applies can be found in (Bunt and
the types of effects, whereas the next section wilMorante, 2007; Morante, 2007).
present the analysis of a dialogue. In short, from the moment that a dialogue patrtici-
pant creates a mutual belief about a weak belief, two
non-problematic turns by the other dialogue partic-
The four mechanisms for context update are crépant are necessary. This is due to the fact that cer-
ation, adoption, strengthening, and cancellation afin beliefs have to be in the context model before
beliefs. strengthening can take place. For example, if par-
Creation: Belief creation is the effect of assign-ticipant A has a mutual belief about a weak belief
ing an interpretation to what has been said. Whethat p as a result of his interaction with participant
an utterance is understood by an addressee A aBathe following beliefs have to be in the context for
dialogue act of a certain type, thercifs a precondi- the strengthening of the weak belief to take place:
tion of that dialogue act, A will believe thatholds
unlessc contradicts with other beliefs that A enter-
tains. Ifbis a belief of S resulting from processing
a previous utterance, A will believe thiat unlessb

contradicts with other beliefs of A. In the model, the creation of a mutual belief about
Adoption: The adoption mechanism specifiesa strengthened belief indicates that the information

when a dialogue participant incorporates beliefs gh the strengthened belief is grounded by the holder

goals of other dialogue participants as beliefs osf the mutual belief.

goals of his own. For example, when an utterance Cancellation: Cancellation of a belief or goal

is understood by an addressee A as an informatiofeans removing it from the context model. A goal

providing dialogue act, making the information lis cancelled when it has been satisfied or proved to
available to A, then if A does not hold beliefs thathe ynsatisfiable.

contradict I, A adopts this information as a belief of

his own. This rule is reminiscent of tigelief Trans- 3.2 Effects of utterances in the context model

fer Ruledefined by (Perrault, 1990), who states th@he types of effects that utterances provoke in

effects of speech acts in terms of Default Logic. Thehe context model are related to understanding and

Belief Transferrule says that if one agent believesadopting information.

that another agent believes something the first agentUnderstanding effects If the Addressee un-

will come to believe it too, unless he has evidence tderstands the Speaker’s utterance, beliefs will be

the contrary. created in the Addressee’s context model about
Strengthening Strengthening a belief meansthe fact that he believes that the preconditions of

converting it from a weak belief into a strong be-the Speaker’s utterance hold. Additionally, if the

lief. A speaker's weak beliefs, expressing his exSpeaker’s utterance provides implicit positive feed-

pectations concerning the understanding and accegack, beliefs will be created in the Addressee’s con-

tance of an utterance that he has contributed atext model about the Speaker having understood the

strengthened to become strong beliefs when the agrevious Addressee’s utterance(s).

dressee provides explicit or implicit positive feed- Expected understanding effects: The Speaker

back about his processing of the utterance. A partigvill expect that, unless there are reasons to think

3.1 Mechanisms for context update

(1) (i) A believes that p
(i) A believes that B believes that p
(iii) A believes that B believes that A believes that p

11



the contrary (like interferences in the communicaen his current state of information, either positively
tion), the Addressee understands correctly what the negatively. Negative feedback on one level im-
Speaker said, and that the Addressee understargdes positive feedback of the previous levels.
the implicit positive feedback effects of the current _ o
utterance with respect to previous utterances. The ® Perceptionin terms of utterance processing in
Speaker cannot be certain about this, however, as @ dialogue system, this level is associated with
long as he does not receive any feedback from the Successful speech recognition.
Addressee. This is why these beliefs are modelled
as ‘weak beliefs’: the Speaker weakly believes that
the Addressee understood the utterance and that the
Addressee understood the implicit positive feedback
effects of the utterance. e Evaluationindicates that the beliefs that result
The Speaker will believe that the Addressee will ~ from the (preconditions of the) dialogue act
also believe that the Speaker weakly believes that identified at the interpretation level are consis-
the Addressee understood the Speaker’s utterance tent with the own information state.
and its implicit positive feedback effects. More in . _
general, the idea that speakers expect to be correctly® EXecutionievel means being able to do some-
understood is assumed to be shared by all speakers thing with the result of the evaluation. For ex-
and addressees. Thatis, both Speaker and Addressee @MPl€, in the case of a question, it consists of
believe that it ismutually believedhat the Speaker finding the information asked for; in the case of
weakly believes that the Addressee understood the an answer, it means taking over the content of
Speaker's utterance and its implicit positive feed- ~the answer.

back effects. . :
Mutual beliefs about weak beliefs can be con- Feedback acts express information about the feed-

: : . back level reached and have consequences in the
verted into mutual beliefs about strong beliefs by a

. : : Peontext update process. Negative auto-feedback acts

plying thestrengtheningnechanism. . .
Adoption effects If the Addr correctl have as a consequence the cancellation of beliefs.

option etects e, €SSEE COMECTY An utterancel/ by participant A addressed to par-
understands the Speaker’s utterance, and if the. , . ) .
, . ! ticipant B in relation to B’s previous utteranéé ;
Speaker’s utterance contains information that th . : .
) at expresses negative perception or understanding
Addressee considers as trustworthy, then the Ad-

. . : as the effect of cancelling B’s beliefs created as a
dressee will adopt this information. . .
. consequence di/_;. If participant A signals that
Expected adoption effects: These are of the . . -
: he did not perceive or understand what participant
same type as the expected understanding effec

. . gSaid, it means that participant A can not have any
with the difference that they apply to effects of adOpbeIiefs about what B said. Consequently, B has to
tion instead of effects of understanding. For exam- j '

. ) cancel the effects of expectations of understanding,
ple, if as a result of an adoption effect AddresBee P g

X . .__and, if it applies, also the expectations of adoption.
believes that pthe mutual beliefs about expectatlonﬁf U expresses negative evaluation or negative exe-

of adoption on the side of Speaker AAsbelieves cution, then it has the effect of cancelling B’s beliefs

that it is mutually believed that A weakly believesabout effects of expected adoption created as a con-
that B believes that.pOn the side of Addressee B, if P P

rocessing has been correct, the same mutual be“seefquence ofr_1.
: ; ' The effects of positive auto-feedback acts on the

arises:B believes that it is mutually believed that Abelief model have as a consequence that the creation
weakly believes that B believes that p : au

of beliefs as a result of the different types of ef-
3.3 The role of feedback fects proceeds as expected, and in after the neces-
ary turns have occurred it will lead to participants
%eating a common ground.

Interpretation corresponds to being able to
recognise the dialogue act(s) performed with
the utterance.

DIT establishes four levels of feedback, that reflec%
how an utterance has been understood and how tﬁ
speaker is able to react to that utterance depending

12



4 Example dialogue trigger for the System to generate a task-domain dia-

. . . logue act in order to satisfy this goal. In the example,
In this section, we will show how the context updat g b d P

; : . ‘She System has been able to find the information it
model works in the case of the dialogue in (2), 'rbelievyes the user wants, and produces S2.

V.VhiCh the User (U) asks the System (.S) for informa- S2is aWH-ANSwWERby the System that answers
tion about how to operate a fax machine. the question put in U1, and at the same time gives
(2) (U1)User. Where should I put the paper that implicit positive feedback to the User: the User may
has to be copied? now conclude that the System understood Ul be-
cause the System has given a relevant reply. This
(S2)System In the feeder. understanding effect results in the beliefs [u3, u4].
(U3) User. Thank you. The effect of the User understanding the System'’s
(S4)System Sorry? answer results in [u5], i.e., the User believes that the
System believes that the paper should be inserted in
(U5) User. Thank you. the feeder. Additionally, having successfully evalu-
(S6) System You're welcome. ated the answer and assuming the System is coop-
erative and a domain expert, the User adopts the in-
In U1, the User puts &VH-QUESTION t0 the  ¢5mation given by the System and now himself be-
System. Questions in general have two precondjyes that the paper has to be put in the feeder [us].
tions: the speaker wants to know something and thg,,; haying the information he asked for in U1, the
speaker believes that the hearer has that informatiqgar can cancel the corresponding goal [u01].
In this case the User wants to know where the paper |, aqgition to these understanding effects, there
to be copied has to be put [uB14nd the User be- 46 effects of expected understanding, i.e., both Sys-
lieves that the System knows where the paper 10 By and User believe that it is mutually believed
copied has to be put [u02]. that the System expects his utterance S2 to be un-

After U1, the User expects that the System has Ugyerstood. Again, this expectation is modelled via a
derstood his utterance, which is modelled as a weglt. 4k belief. in this case. a weak belief by the Sys-

belief that the System believes that the preconditiong,,, Understanding S2 here includes both under-
of the WH-QUESTION hold for the User. Recall g5ning the answer as such and the effects of im-
that this belief is weak, because the User did nQjieq positive feedback. Hence, in the User’s con-
yet receive any positive feedback from the Systemgy; model we get beliefs [u7] to [u9] and in the Sys-
The effects of expected understanding also statgd.,s context model [s5] to [s7]. On top of that, in
that this expectation is believed to be mutually beg,q -ontext models of both System and User, effects
!ieved by bqth User a_lnd System._ All of this results expected adoption apply, i.e., they now both be-
in the creation of beliefs [ul,u2] in the User's CONyjg e that it is mutually believed that the User wil
text model and beliefs [s1,s2] in the System’s cong o+ the information provided by the System in S2
text model. _([u10] and [s8)).

Besides the effects of expected understanding as, \j3 the User thanks the System it BANK -
indicated above, also effects of understanding thg g fynction from the SOM dimension. He updates
WH-QUESTION apply in updating the System's his cqntext model with expected understanding ef-
context model.  This results in the System believrocts je . he expects that the System will interpret
ing that the User wants to know something and thq§3 o5 providing implied positive feedback about S2.

the User believes that the System knows it [s1,S2].This means that the User expects the System to be-

Because the dialogue act belongs to the taske, e that the User fully understood S2, as expressed
domain dimension, the beliefs resulting from utter

) =1n [u3] to [uB]. Together with the assumption that
ance U1 are are recorded in the SysteBesnantic i js mutually believed, this results in beliefs [u11]

Context Belief [s1] involves a user goal and forms g, [u14] in the User's context model.

?The numbers between brackets refer to belief numbers used However, the System could not successfully pro-
in Table 1 below. cess U3. Updating the context model with this event

13



results in recording a perception level processingtrengthening is justified by the presence of the be-
problem in theCognitive Contextln the absence of liefs [u3], [u4], [ul5], and [ul6].
an interpretation of U3 in terms of dialogue acts, no Let us analyse the strengthening of belief [ul], ex-
beliefs are created in the context of the System. Thgressing that “the User believes that it is mutually
perception problem is the motivation for the Systenbelieved that the User weakly believes that the Sys-
to produce aNEGATIVE AUTO-FEEDBACK PER- tem believes that the User wants to know where he
CEPTION dialogue act in S4. After successful in-should put the paper to be copied”. In [ul], the weak
terpretation of S4 as this negative feedback act, theelief is about a System’s belief, so the User can-
User has to cancel his beliefs about expecting th@ot convert this into a strong belief until the System
System to understand U3: [ull] to [ul4]. As a congives some positive feedback, implicit or explicit.
sequence of S4 the User repeats U3 in U5. This happens in S2, where the System replies with
U5 has the same effects in the User's context asWH—ANSWERthat is relevant for the User’s ques-
U3: [ull] to [ul4]. Additionally, it has effects in tion. This is why the User creates then belief [u3],
the System’s context model because now the Sy%he User believes that the System believes that the
tem correctly understood. THEHANKING function  User wants to know where he should put the paper to
has the effect of creating a so-called reactive prede copied”, which corresponds to (i) in the required
sure in the Social Context, which will be releasedeliefs for strengthening listed in (1).
in utterance S6. AAHANKING function has also ef-  Because in this case [s1] is a belief by the Sys-
fects of implicit positive feedback, resulting in thetem (“System believes that the User wants to know
System believing that the User fully understood S2yhere he should put the paper to be copied”), (i)
as expressed in beliefs [u3] to [u6]. Hence, the Sysand (ii) in (1) are expressed by the same belief,
tem creates beliefs [s9] to [s12] in his context mode[u3]. Case (ii) should be: “the User believes that the
Because the System now successfully processed Uystem believes that System believes that the User
he also creates beliefs about the User expecting tivants to know where he should put the paper to be
System to fully understand U5: [s13] to [s16]. copied”. We consider “the System believes that Sys-
In S6 the System responds to the User’s thankem believes” to be equivalent to “the System be-
with a THANKING -DOWNPLAY function, releasing lieves”. Case (iii) in (1) is belief [u15], created after
the reactive pressure created after U5. The dialog®6: “the User believes that the System believes that
act also implies positive feedback, causing the corréhe User believes that the System believes that the
sponding effects of understanding in the User’s condser wants to know where he should put the paper
text model: the User now believes that the Systero be copied”.
understood U5, as expressed by beliefs [s9] to [s10], )
resulting in the User’s beliefs [u15] to [u18]. Conclusions

~ There are also effects of expected understandiRge have presented a model for context updating in
in both participants’ context models. Both User andjia|ogue. The model provides an exact specification
System believe that it is mutually believed that theys how the participants’ belief states evolve during
System expects S6 to be understood by the Usgf.giajogue. The utterances produced are specified
including the implied positive feedback provided;n terms of dialogue acts and have several types of
This leads to beliefs [s17] to [s20] in the SysteM’sfects on the belief states.
context model, and [u19] to [u22] in the User's con-  The context update model has been implemented
text model. _ in a dialogue manager that operates within an in-
On top of that, this utterance has the effect of Crégractive question answering system. The input to
ating two more bellefs in the User’s context modelhe context update algorithm (Keizer and Morante,
[u23] and [u24], which are the result of strength-006) is an abstract representation of a system or
ening beliefs [ul] and [u2]. So now the USer now,ser ytterance. In the case of a user utterance, this
believes that it is mutually believed that the UseFepresentation is the result of the output produced

(strongly, instead of weakly) believes that the Syspy the various language analysis components. This
tem understood the initial User’s question U1l. The
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consists of meta-information in the form of an un-S. Keizer and H. Bunt. 2006. Multidimensional dialogue
derstanding level reached. If there was successful management. IProceedings of the SIGdial Work-
dialogue act recognition, i.e., at least interpretation SNOP 0N Discourse and Dialogupages 37-45, Syd-

. .__hey, Australia.
level understanding was reached, the representation
will also contain a set of dialogue acts. In the cas@. Keizer and R. Morante. 2006. Context specification

of a system utterance, the underlying dialogue acts and update mechanisms for dialogue management. In
y . ying 9 Proceedings of the 18th BeNeLux Conference on Arti-
are generated by the system himself, and therefore,ﬁcial Intelligence BNAIC'06 pages 181—188, Namur,

the abstract representation will only consist of these Belgium.

dialogue acts. S. Kei d R. Morante. 2007. Dial imulati
. . . . . Kelzer an . orante. . lalogue simulation
The rich information in the context model allows and context dynamics for dialogue management. In

us to experiment with dialogue act generation mech- prceedings of the NODALIDA conferendartu, Es-
anisms for dialogues that are more complex both tonia.
in the sense of flexible task execution and dealing . o .

. . . Morante. 2007. Computing meaning in interaction.
with communication problems. For example, the "pnp Thesis. Forthcoming.
common ground information in the System’s con- o .
text can be taken into account in order to decide Ff?-tR- Perrahult. t%ﬁgo- AI“ gpé"'cca“r?“ Ozd‘,\?/raU|t '09'Cd
- - 0 speech act theory. In P.R. Cohen, J. Morgan, an
information has to.be pr?se”ted to the user. as newy g, Pollack, editors)ntentions in Communication
or as known. Besides dialogue act generation, an- yT press, Cambridge, MA.
other interesting topic for future work is making the
dialogue manager more powerful by enabling it t&-
reason about the beliefs in the context model.

R. Traum and S. Larsson. 2003. The information state
approach to dialogue management. In Jan van Kup-
pevelt and Ronnie Smith, editor€urrent and New

Directions in Discourse and Dialogupages 325-354.
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Table 1: Analysis of the dialogue in Example 2.
Beliefs are numbered in columns 1 andMii); the type of belief is indicated in columns 2 andt$pE): precondition (prec);
understanding effects (und); adoption effects (ad); expected understanding (exp.und); expected adoption (exp.ad). Operations on
beliefs are indicated bgperation:numberwheread, caandststand for adoption, cancellation and strengthening. Columns 3 and
6 contain the System’s and User’s beliefs. ‘BEMBEL’ stands for ‘believes that it is mutually believed’, ‘WBEL'’ stands for
‘weakly believes’, and ‘BEL stand for ‘believes’.

[ num T type [ beliefs System [[ num T type [ beliefs User |
uo1 prec WANT(U,KNOW(U,LOCATION_OF_PAPER))
uo2 prec BEL(U,KNOW(S,LOCATION.OF_PAPER))

(U1) User: Where should | put the paper that has to be copied?
sl und. BEL(S,u01)
s2 und. BEL(S,u02)
s3 ex