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Chapter 1Introdution and GeneralOverviewMassimo Poesio1.1 IntrodutionThe goal of the elerfed 2007 Johns Hopkins Workshop was to explore theontribution of lexial and enylopedi knowledge to three di�erent versionsof the Entity Disambiguation task.The term entity disambiguation refers to the task of identifying whihmentions of entities in douments refer to the same objet, and whih in-stead refer to di�erent ones. The term intra-doument oreferene, orid, will be used to indiate entity disambiguation limited to mentions o-urring in the same doument only. This task is also alled simply 'oref-erene' or 'entity traking' when only links between mentions realized withproper names are established (as in Prime Minister Gordon Brown . . .Mr.Brown) and 'anaphora resolution' when all anaphori mentions are onsid-ered (as in Prime Minister Gordon Brown . . . he).1 By ontrast, the termross-doument oreferene, or d will be used to indiate the task ofidentifying oreferene aross douments. Both id and d an be onsid-ered lustering problems (Cardie and Wagsta� 1999), in whih the goal is toluster mentions forming so-alled oreferene hains. A simpli�ed formof d is the so-alled web entity task, whih is based on the assumptionthat eah doument is only about one person, and where douments instead1There is onsiderable theoretial disussion onerning the proper haraterization ofthis task: see, e.g., (van Deemter and Kibble 2000; Poesio 2004a).4



of mentions are lustered. (Instanes of this task are the web people taskat semeval (Artiles et al. 2007) and the Spok Challenge.)The motivation for this workshop was the growing evidene that largeorpora suh as the Web and ommunity-built repositories of knowledge suhas Wikipedia may help us solve the single biggest problem in entity disam-biguation, the need for large amounts of lexial and enylopedi knowledgeto trak entities. For instane, lexial knowledge�that proposal and planare quasi-synonyms�is neessary to identify the Pakwood proposal as theanteedent for the Pakwood plan in the following example.(1.1)a. The Pakwood proposal would redue the tax depending on howlong an asset was held. It also would reate a new IRA that wouldshield from taxation the appreiation on investments made for a widevariety of purposes, inluding retirement, medial expenses, �rst-homepurhases and tuition.b. A White House spokesman said President Bush is "generally support-ive" of the Pakwood plan.Whereas in the following example, knowing that The FCC is an ageny isneessary to hoose between that possible anteedent and the other mostlikely andidate, AT&T.(1.2)a. The FCC took three spei� ations regarding [AT&T℄. By a 4-0 vote,it allowed AT&T to ontinue o�ering speial disount pakages to bigustomers, alled Tari� 12, rejeting appeals by AT&T ompetitorsthat the disounts were illegal.b. The ageny said that beause MCI's o�er had expired AT&T ouldn'tontinue to o�er its disount plan.Early work in nlp suggested that hand-oding suh knowledge wouldn't saleup; the result had been abandoning the hope to ahieve high performane onthe oreferene resolution task. However, more reently, methods for auto-matially extrating features enoding suh knowledge from orpora (Poesioet al. 2004; Markert and Nissim 2005; Versley 2007) and Wikipedia (Ponzettoand Strube 2006) have been shown to lead to improved results: for instane,the knowledge that the FCC is an ageny, needed to interpret (1.2) orretly,is all ontained in the �rst paragraph of the Wikipedia entry for the FCC.Work suh as (Bunesu and Pasa 2006) suggests that lexial and enylo-pedi knowledge may also lead to improved results at the ross-doumentoreferene and web people tasks.In the rest of this introdutory hapter we �rst brie�y summarize thestate of the art in Entity Disambiguation, then we summarize the researh5



arried out during the workshop and its preliminary results, in the order inwhih the work is then presented in more detail in the rest of the report. We�rst report on our work on Web People and Cross-Doument Coreferene.We then disuss our work on Intra Doument Coreferene, divided in threeparts: a disussion of the bart id arhiteture, followed by a disussionof our researh on statistial models of oreferene; after whih we disussour work on extrating lexial and enylopedi knowledge. In the end,we disuss our work on evaluating entity disambiguation, in partiular oure�orts towards reating the annotated orpora used for suh evaluation.1.2 State of the art in Entity Disambiguation1.2.1 Intra-doument orefereneResearh in intra-doument oreferene, or anaphora resolution, has beenarried out sine the seventies (Charniak 1972; Hobbs 1978b; Sidner 1979;Carter 1987; Hobbs et al. 1993; Lappin and Leass 1994b) but large-sale em-pirial investigations and the development of systems able to proess largeamounts of data have only began fairly reently, partiularly after the re-ation of annotated resoures as part of the Message Understanding and aeinitiatives (Aone and Bennett 1995b; Kehler 1997; Poesio and Vieira 1998a;Cardie and Wagsta� 1999; Vieira and Poesio 2000; Soon et al. 2001b; Ngand Cardie 2002b; MCallum and Wellner 2004; Yang et al. 2004b; Ponzettoand Strube 2006; Culotta et al. 2007). These initiatives also led to the de-velopment of novel evaluation methods, the best known among whih is themodel theoretial approah proposed by Vilain et al. (1995).The model proposed by Soon et al. (2001b), a fully automati systemattempting to resolve all types of nominal anaphora, has beome the stan-dard baseline against whih work in this area is evaluated; we made thishoie as well. The Soon et al system is based on a very simple model of theanaphora resolution task as a binary lassi�ation task in whih 〈anaphor,anteedent〉 pairs are lassi�ed as standing in a oreferene relation or not,on the basis of 12 features enoding string-based, agreement, and distaneinformation; a single feature enodes semanti lass agreement. Soon et alalso proposed methods for generating training instanes and for hoosing aandidate whih have also sine beome fairly standard. The system wasevaluated on the mu-6 and mu-7 orpora, ahieving for mu-6 a reall of58.6%, a preision of 67.3%, and an F-measure of 62.6%, whereas for mu-7, it ahieved a reall of 56.1%, a preision of 65.5%, and an F measure of60.4%. 6



Even more reently, the �rst usable tools for intra-do oreferene startedto appear, suh as guitar (Poesio and Kabadjov 2004). Even though theperformane of suh systems is limited, as one would expet given the �guresreported above, nevertheless it has already been shown that even suh limitedperformane may result to signi�ant improvements in performane in taskssuh as summarization (Steinberger et al. 2007) and relation extration. Asrelation extration is important for both ross-doument oreferene andweb people, this suggests that intra-doument oreferene may ontributeindiretly to these tasks, as well.An analysis of the errors produed by the Soon et al. method indiatesthree main soures of problems.1. Mention identi�ation. Exept when working with a very limited num-ber of types of easily identi�able mentions, these systems tend to missa great many mentions.2. Overly simpli�ed model of the oreferene task, partiularly of theproess by whih anteedents are hosen.3. Exessive reliane on head string mathing.4. Lak of lexial and ommonsense knowledge.The example in (1.3) illustrates the problems with suh systems. Our reim-plementation of the Soon et al algorithm does not identify any of the orefer-ene links relating mentions of Petrie Stores; on the other end, beause headstring mathing overrides every other fator, and beause information aboutpostmodi�ation is not used, the �rst six months of �sal 1994 is identi�edas the anteedent of the �rst six months of �sal 1993.(1.3)a. [Petrie Stores Corporation, Seauus, NJ,℄ said an unertain eonomyand faltering sales probably will result in a seond quarter loss andperhaps a de�it for the �rst six months of �sal 1994.b. [The womenâ��s appareil speialty retailer℄ said sales at stores openmore than one year, a key barometer of a retain onern strength,delined 2.5% in May, June and the �rst week of July.. [The ompany℄ operates 1714 stores.d. In the �rst six months of �sal 1993, [the ompany℄ had net inome of$1.5 million â��.Work in the last �ve years has aimed at improving the Soon et al model.Improved models of mention identi�ation viewing the task as a ase of joint7



inferene have been proposed, e.g., by Daume and Maru (2005). Moresophistiated models of the oreferene task have been proposed by Ng andCardie (2002b); MCallum and Wellner (2004); Yang et al. (2004b); Daumeand Maru (2005); Culotta et al. (2007). Using kernels, Yang et al. (2006a)were able to inorporate a more sophistiated treatment of syntati featureshandling some types of binding onstraints. Finally, there have been somepromising attempts at using using lexial and enylopedi knowledge. Wedisuss this work next.1.2.2 Using lexial and enylopedi knowledge for large-sale IDCThere are two main strands of researh on using lexial and ommonsenseknowledge to help oreferene on unrestrited text: one devoted to the use ofinformation about the semanti struture of verbs and primarily onernedwith improving preision in pronoun resolution; and a seond one onernedwith the use of hyponymy information to improve reall in the resolution ofnominals. In the workshop we foused on the seond strand of work.information to (Harabagiu and Moldovan 1998; Poesio et al. 1997) gen-erally involved using WordNet (Fellbaum 1998). The problem with Word-Net, espeially in those days, was poor reall, both for synonymy and forhyponymy: e.g., Poesio et al. (1997) found a reall of about 30% for hy-ponymy. Poesio et al. (1998) attempted to replae synonymy in WordNetwith semanti similarity omputed in an unsupervised fashion from orpora,whereas Poesio et al. (2002) used patterns (to extrat information aboutmeronymy), but the orpus used (the British National Corpus) did not pro-vide enough reall. The next key development was using patterns over theWeb (Markert and Nissim 2005; Poesio et al. 2004): this gave reasonablereall, partiularly in ombination with WordNet. Finally, Ponzetto andStrube (2006) showed that Wikipedia, again in ombination with Word-Net, also ontained enough information in its ategory struture to lead tosigni�ant improvements in performane. Versley (2007) systematially in-vestigated the relative strengths and weaknesses of all soures of knowledgeonsidered above and their ombinations (for German).It is worth pointing out that all of these e�orts were foused on inreasingreall for nominals; we are not aware of any e�ort to use information soextrated to inrease preision by exploiting information about modi�ers.
8



1.2.3 Cross Doument oreferene and Web PeopleWork on ross-doument oreferene began more reently than work on id(Bagga and Baldwin 1998a), but there has been muh development in reentyears (Mann and Yarowsky 2003; Blume 2005; Bunesu and Pasa 2006;Chen and Martin 2007) beause of great interest both from governmentand from industry (as shown, e.g., the reation of Spok2 and the Spokhallenge). In partiular there has been great interest in a simpler form ofentity disambiguation, generally known as Web entity as in the ase of theWeb people task of Semeval (Artiles et al. 2007).As testi�ed by the semeval Web People task (Artiles et al. 2007),most state of the art systems are based on unsupervised lustering of en-tity desriptions ontaining a mixture of olloational and other informa-tion, among whih information about entities and relations. semeval alsoshowed that the lustering tehnique and espeially the termination riterionare ruial.Just as in the ase of id, prior to this year this area su�ered from a lakof data; no sizeable dataset existed until the reation of the SEMEVAL andthen of the Spok datasets, neither of whih however is entirely satisfatory.1.3 Web People and Cross-Doument Coreferene1.3.1 Web PeopleBoth Web People and d are naturally viewed as a lustering problem.Our researh in this area foused therefore on several types of lusteringalgorithms, preferrably ones that would work with all types of entity disam-biguation.The �rst method we studied is a disriminative model, similar to thatused by Culotta et al. (2007) for intra-do oreferene�a �rst order modelusing features over sets of mentions. In the version used for Web People,a maximum entropy approah is used to estimate the probability p(yi|x
i),where yi = true if and only if all douments in xi refer to the same un-derlying entity. The Metropolis-Hastings method was used to modify thesolutions proposed by a standard greedy agglomerative lustering algorithm.A third novelty was the use, in addition to the usual features (bags of words,n-grams, named entities), of an unsupervised model of lexial knowledge,Latent Dirihlet Alloation (Blei et al. 2003), that an �nd several topisfor eah doument. In our experiments with a subset of the Spok dataset,2www.spok.om 9



Metropolis-Hastings was found to outperform simple greedy agglomerative,and using topis as features led to further improvements.The great e�etiveness of topi models with the disriminative modelsuggested testing a generative model where the impliit variables modelledtopis, and using Gibbs sampling to perform inferene. We also tested anextension of the basi model in whih ertain words have more importanethan others.Our work on the Web People task is disussed in some detail in Chapter2.1.3.2 CDCAlthough the d task is more omplex than Web People, the ae 2005d orpus proved highly unambiguous, resulting in a very high baseline:assuming that all mentions with the same name orefer results in a B-Cubedvalue of .80. Using the disriminative model developed for the Web Peopletask, and all the features, thus ahieved an extremely high B-Cubed valueof .96.1.3.3 Relation extration (Jian Su)Relation extration modules to be used for both id and d have beendeveloped by the I2R team (Su Jian, Stanley Yong), Claudio Giuliano fromfbk-irst and Gideon Mann from Uni Amherst. Although we did not haveenough time to run tests using this information for Web People, d andid, we plan to do so in the near future.I2RI2R trained both a supervised learning relation extrator (Dong et al. 2005)and a hybrid relation extration engine ombining semi-supervised web basedinformation (Yong and Su 2008) on ae 2005. No feature engineering wasdone to adapt the systems for the dataset. The performane of the supervisedextrator with devtest data (muh larger than test data) on reall, preisionand F-sore are summarized in Table 1.1 under the olumns marked as Coref.On ae 2004, the hybrid model improves performane up to 31% overthe purely supervised one, but it does not improve performane muh on theae 2005 data, beause of the relatively large amount of training data. Suha large dataset might not be available in real appliations however.We evaluated the performane of the I2R relation extrator with andwithout oreferene information. The supervised extrator uses features10



Reall Preision FCoref No Coref No Coref NoART 0.517 0.25 0.744 0.7 0.61 0.37GEN-AFF 0.586 0.576 0.783 0.854 0.67 0.69ORG-AFF 0.753 0.675 0.791 0.866 0.77 0.76PART-WHOLE 0.716 0.686 0.608 0.686 0.68 0.69PER-SOC 0.758 0.192 0.833 0.76 0.79 0.31PHYS 0.371 0.283 0.655 0.743 0.47 0.41Table 1.1: Performane of I2R's supervised learning relation extration en-gine on testing data with (Coref) and without (No) oreferene hain infor-mation.that require the semanti ategory and normalized headword informationfor entity mentions. The semanti ategory for pronouns and the normalizedheadword information for di�erent mentions is derived from Named entitiesin the oreferene hains. In other words, when we break all the oreferenehains, we have no semanti tag information for pronouns and headwords arenot normalized. With referene to the results shown in Table 1.1, removalof oreferene information has a dramati negative impat on F-sore, up to49%.Relation extration result has further been inorporated for CDC taskon ae orpus. The initial attempts have not shown muh performanedi�erene on CDC with or without relation information, mainly due to theeasy nature of CDC ae 2005, that is quite high performane is alreadyaheived with simple features. Another reason is the data sparseness prob-lem. There's not muh repeat with the same types of relations from di�erentnews artiles with ae 2005, thus the information is too sparse to be use-ful for entity disambiguation. So di�erent text olletion might be easier toshow the performane beni�t from relation extration on CDC, eg. a leanpersonal web page.1.4 Intra-doument orefereneOur work on intra-doument oreferene an be divided in three parts. Firstof all, we developed a platform for experimenting with intra-doument oref-erene algorithms, the bart toolkit, whihe greatly failitates testing dif-ferent preproessing models, di�erent models of the oreferene resolutionproess, and di�erent types of features. Seondly, using this platform, we11



tested a variety of lassi�ers and models, above all examining the perfor-mane of Support Vetor Mahines with di�erent types of kernels. Third,we developed and tested several methods for extrating lexial and eny-lopedi knowledge from Wikipedia, the Web, and Wordnet, and di�erentmethods for deploying this knowledge. We brie�y summarize our results ineah of these areas here, referring to the spei� hapters.1.4.1 The BART toolkitThe Baltimore Anaphora Resolution Toolkit, or bart, is a highly modularand easily ustomizable platform for developing and testing fully automatianaphora resolution models based on mahine learning. Implemented inJava, it builds on the emlr system developed by Ponzetto and Strube (2006)and inorporates ideas from the guitar system (Poesio and Kabadjov 2004)and from the work by Versley (2007) and Yang et al (Yang et al. To appear,2006a).bart makes it possible�in fat, relatively easy�to ompare the resultsobtained using
• di�erent preproessing modules: during the workshop we tested boththe YamCha hunker and Charniak and Johnson's reranking parser,and two Named Entity Reognition (ner) modules (the Stanford nersystem and mitre's Carafembi mention tagger;
• di�erent models of id as a learning task: in addition to the standardmodel for generating training instanes and for hoosing an anteedentproposed by (Soon et al. 2001b) we tested a variety of alternative mod-els, inluding ones using separate models for eah type of np;
• di�erent lassi�ers, inluding C4.5 and svms;
• di�erent sets of features: in addition to the set of features proposedby Soon et al, whih we used as a baseline, we developed lasses toextrat features enoding lexial and enylopedi knowledge, but alsoa variety of additional features, suh as the tree features proposed byYang et al. (2006a).The system on�guration to be used for a partiular experiment an bemodi�ed in a delarative wayA ruial property of bart, inherited from the emlr system, is thatits input and output are enoded in the xml stando� format used by the12



mmax2 annotation tool (Müller and Strube 2003). This makes it very easy toompare the output of the system with the key (gold standard), failitatingerror analysis.Our experiene with the toolkit was extremely positive; it will be madeavailable in open soure format via Soureforge.The arhiteture of bart and how to use it are disussed in some detailin Chapter 3.1.4.2 Mahine learningOne of the most important lessons of the workshop was that the additionalinformation provided by the lexial and enylopedi knowledge ould notbe fully exploited without addressing the limitations of the statistial modelof id adopted by Soon et al.. Our e�orts during the workshop foused ontwo areas: moving towards a lassi�ation sheme that would allow us toemploy more omplex features, suh as svms; and testing alternative modelsof the anaphori lassi�ation problem.Kernel Methods for CorefereneThe �exibility of kernel funtions makes it possible to ompute highly om-plex forms of similarity. During the workshop we took advantage of thisopportunity to experiment new ways of modelling forms of similarity whihhave been laimed to play a role in intra-do oreferene, inluding:
• binding onstraints. By representing the syntati ontext in whihthe anaphor and potential anteedent our, Yang et al. (2006a) wereable to apture some of the restritions on anaphori referene knownas 'binding onstraints'�the fat that him annot refer to John in Johnlikes him.
• syntati parallelism. Two mentions with the same syntati posi-tion are more likely to orefer.
• string similarities for names. A variety of methods for omputingsimilarities between names have been tried in id, suh as minimumedit distane. Two possible ways of replaing this type of distane:string kernels and tree kernels between the 'parse trees' of the propernames.Our researh on using kernel methods for oreferene is disussed in greaterdetail in Chapter 5 13



Models of the anaphora resolution proessIn addition to the deoding sheme set forward by Soon et al., several otherswere implemented:
• The split deoder uses the basi Soon et al. sheme, but allows touse separate lassi�ers for pronouns and non-pronouns. This an helpfor SVMs, where training time grows superlinearly and testing timean grow linearly with the training set size, or to use lassi�ers withdi�erent properties for pronouns and non-pronouns.
• The ranking deoder uses a Maximum Entropy ranker to selet an-didates and has an adjustable resolution/non-resolution bias like thesystem desribed by (Luo et al. 2004). The use of a ranker-basedmodel instead of a binary lassi�er has been found bene�ial by (Vers-ley 2006; Denis and Baldridge 2007). The ranking deoder is urrentlystill a work in progress, as feature onjuntions (whih exist for theMaxEnt lassi�er) have not been added to the ranker yet.
• The staked deoder makes more linguistially motivated ommitments,suh as always treating inde�nites as disourse-new, and ombines aranker to pre-sort andidates with a binary lassi�er that selets thebest andidate(s) from the shortlist. The loss in reall that oursthrough this pre-�ltering is not made up by the preision gain, how-ever, and results have been unsatisfatory so far.1.4.3 Extrating Lexial and Commonsense KnowledgeResearh on using lexial and enylopedi knowledge for oreferene hasshown that any of the existing soures of ommonsense knowledge or meth-ods for extrating suh knowledge by itself is inomplete and impreise, butthat better results an be obtained by ombining knowledge extrated fromseveral soures using this information as features for a supervised lassi�er,and letting the lassi�er hoose whih knowledge to use in the distint ases.Thus, for instane, Poesio et al. (2004) used both knowledge from Word-Net and knowledge automatially extrated from the Web using patterns;Ponzetto and Strube (2006) ombined knowledge extrated from WordNet,Wikipedia, and using semanti role labelling; whereas Versley (2007) exper-imented ombining GermaNet, information extrated using patterns usingtehniques similar to those proposed by Markert and Nissim (2005), andsimilarity measures. 14



We followed suh approah as well, using features enoding knowledgeextrated from WordNet, Wikipedia, and the Web. For WordNet we usedthe set of features developed by Ponzetto and Strube (2006), whih will notbe disussed here. Our work with web patterns was mostly onerned withadapting for English the tehniques developed by Versley in earlier work,so will simply give a brief summary in this setion. Most of our work wasinvested in extrating features from Wikipedia; this work will be disussedin some detail in hapter 4. All lexial and enylopedi features are listedin the disussion of the bart system in Chapter 3.Most work on using ommonsense knowledge for oreferene onentrateson improving reall for heads by identifying nouns that stand in relations of
• instane (e.g., FCC / the ageny)
• hyponymy (e.g., the retailer / the ompany)
• synonymy (e.g., the shop / the store)No work we are aware of attempts however to identify inompatibility be-tween mentions: thus for instane we know that FCC and AT&T are er-tainly disjoint. We also experimented with using Wikipedia for this purpose.Extration from the WebWe used Web patterns to �nd instane relations suh as those between FCCand the ageny. Of the relations used in (Versley 2007), only the �Xs suhas Y � and �Y and other Xs� are used, both for speed reasons and sine theEnglish WWW is usually large enough that just two patterns give enoughoverage.For every andidate / anaphor pair, where the anaphor is a de�nite nounphrase and the andidate is a proper name in the last 4 sentenes, the extra-tor produes several pattern instanes and alls Mirosoft's Windows LiveSearh Web servie to get a term ount. By ombining several patterns andusing a Mutual Information threshold, it is possible to inrease the preisionof the extrated relations.Features extrated from WikipediaIn previous work, Ponzetto and Strube (2006) used the tehniques disussedin Strube and Ponzetto (2006) to extrat semanti similarity informationfrom the Wikipedia ategory struture. We disovered that in the meantime15



information about ategories in Wikipedia had grown so muh and beomeso unwieldy as to limit its usefulness. Instead, we experimented with twonovel tehniques.One set of methods extrated similarity features not diretly from theategory struture, but from a taxonomy onstruted out of it and drastially�ltered to remove, e.g., intermediate levels, using the methods disussed in(Ponzetto and Strube 2007).A seond set of methods extrated aliasing information from other souresof information, partiularly hyperlinks and redirets.Results suggest that both of these tehniques perform about equally well(see Chapter 4).Inompatibility modelsThe taxonomy extrated from Wikipedia by Ponzetto and Strube (2007) analso be used to ompute information about inompatibility. In this taxon-omy, distint daughters of the same node �e.g., India and United States,both daughters of the ategory Countries�are typially inompatible. Weuse this strutural information to extrat inompatibility between mentions.In addition, we allow this information to perolate so that two mentionswith inompatible modi�ers�e.g., software from India and software from theUnited States�an also be found to be inompatible. Modi�er inompatibil-ity information is extrated from Wikipedia for mentions, and from WordNetfor adjetives.1.5 Evaluation and AnnotationThe lak of adequate resoures and of universally aepted evaluation metrishas always been one of the main problems for researh in entity disambigua-tion. The availability of orpora for id has greatly improved in the lastyear, thanks in partiular to the release of the OntoNotes orpus (Hovyet al. 2006), and substantial amounts of data for the Web People task havebeome available through the SEMEVAL ompetition and Spok hallenge3.None of these resoures however ompletely solves the problem, and no largeannotated orpus was available for d. Therefore, we devoted a onsider-able amount of e�ort in this area. Spei�ally, we annotated the ae 2005orpus for ross-doument oreferene, and extended the arrau orpus withsubstantial amounts of text from the Penn Treebank in order to be able to3http://hallenge.spok.om/ 16



test the systems developed in the workshop. Both resoures will be madeavailable through ld.As far as evaluation is onerned, there is no widespread agreement on-erning the best evaluation measure either for id or for Web People. Inaddition to the original mu sore (Vilain et al. 1995) a number of metrisfor entity disambiguation have beome available, suh as B-CUBED (Baggaand Baldwin 1998b) or the ae soring metri (Doddington 2001) but theommunity needs to agree on whih measure is best.We brie�y summarize the work on annotation and soring metris here;a more detailed disussion is in Chapter 6.1.5.1 The ACE CDC orpusThe ae 2005 d orpus is an annotation of the ae 2005 edt orpus. Theorpus is about 257K words and inludes 55K mentions, whih represent 18Kdistint entities. The orpus was annotated using edna, an extension of theCallisto orpus annotation tool4 implemented for the workshop.1.5.2 The ARRAU IDC orpusarrau5 is a uk-funded projet to explore hard ases in anaphori inter-pretation, in partiular, referene to abstrat objets and ambiguous asesof referene. One of the objetives of the projet is to reate a medium-sale orpus annotated with a variety of intra-doument anaphori relations,inluding 'ambiguous' ases. Mentions are also annotated with a variety ofadditional information, and in partiular, information about syntati agree-ment. Most of the annotation prior to the workshop was of spoken dialoguedata; for the workshop we added the annotation of around 40 Penn Treebankdouments.1.5.3 Soring metris for entity disambiguationWe arried out a theoretial analysis and omparison of several of the met-ris proposed in the literature, and implemented a Java program that anompute them and is linked to bart.4http://allisto.mitre.org5http://swww.essex.a.uk/Researh/nle/arrau/
17



1.6 Summary of Contributions and ConlusionsIn summary, the main ontributions of the workshop were as follows.Conerning the Web People task, we demonstrated that non-greedy al-gorithms suh as Metropolis-Hastings do outperform onventional greedyalgorithms. We also found that lexial knowledge, in the format of topimodels, results in further inreases in performane.Conerning id, we repliated results that tree kernels ontribute to im-provements in performane, and that automatially extrated lexial andenylopedi knowledge result in suh improvements as well. Furthermore,we found that the two results are umulative, as these improvements a�etdi�erent types of anaphori expressions.A more general goal of the workshop was to failitate subsequent researhin entity disambiguation by developing improved resoures�both orpora andsoftware. Quite a lot of e�ort was invested in this. We reated the largestexisting orpus annotated for ross-doument oreferene, and ompleted theannotation of the arrau id orpus, whih inludes texts of di�erent genres,in whih all types of nominal referene are annotated (inluding disoursedeixis), and agreement information is annotated as well. On the softwareside we developed the edna annotation tool for d and the bart platformfor experimenting with id.
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Chapter 2Web PeopleRob Hall, Mihael Wik, Jason Dunan and PaulMNamee2.1 IntrodutionA very ommon ativity among Internet users is to issue a searh where thequery is a persons name. However, sine names of people are often veryambiguous, it is usually the ase that the returned searh results will referto many people (heneforth �web people�) sharing a ommon name. Thisis presumably a frustrating experiene for internet users, sine it plaes theburden on them to manually disambiguate the various pages. In this setion,we seek to mitigate this frustration by learning funtions whih automatiallyperform disambiguation of web douments.We desribe a disriminative model whih performs lustering, makinguse of �rst-order quanti�ed features over lusters of douments, and learningparameters via a maximum entropy formulation. Inferene in this model isperformed approximately using a greedy algorithm, whih is extended to aMetropolis-Hastings sampling sheme. Noting that labeled training data ishard to ome by, we then develop an entirely unsupervised system whih isgenerative and uses Gibbs sampling for inferene.Disambiguating web people is related to anaphora resolution insofar as itis inherently a lustering problem, however it is in many ases muh harder.For example, the syntati parse of a sentene often gives enough informa-tion to sueed at anaphora resolution, whereas a web doument sometimesontains no obviously relevant information beyond a passing mention of theperson's name. In the SemEval 2007 web people task Artiles et al. (2007) it19



was demonstrated that named entities that appear in a loality around men-tions to the web person an be very useful features for performing orefereneHeyl and Neumann (2007); Popesu and Magnini (2007); del Valle-Agudoet al. (2007). In this work we extend this basi observation by employingmore advaned lustering algorithms and more expressive feature spae rep-resentations. We then explore the use of probabilisti topi models Blei et al.(2003) to gage the topial similarity between pages, in an attempt to gainfurther ues to oreferene.2.2 Problem SettingWe assume there are several sets of douments divided aording to theambiguous name whih they ontain. For example, all douments whihrefer to �John Smith� are in one set. In this work we make the assumptionthat eah doument refers to exatly one person. This is slightly di�erent tothe SemEval 2007 task Artiles et al. (2007) in whih a doument ould referto several people with the same name, however this restrition is reasonableonsidering that only very few douments (approximately 1% in the SemEvalorpus) have this property (e.g., wikipedia disambiguation pages) whih arenot partiularly interesting ases.The problem of web-people oreferene is to partition eah set of dou-ments into oreferent bloks. Therefore we seek to learn a preditor funtion:
f(x) = arg max

y
P (x, y) = arg max

y
P (y|x) (2.1)Where x is the set of douments, y is the oreferene struture (i.e., aset of labels orresponding to x). We will desribe a variety of formulationsfor P (y|x) and P (x, y), and orresponding ways to ompute the maximiza-tion. In setion 3 we will detail a disriminatively trained model, whihrequires hand-labeled data to perform parameter optimization. We drop therequirement of a labeled training orpus in setion 4, when we detail anunsupervised generative model whih performs the same task.2.3 Disriminative ModelIn this setion we desribe a reent model whih ombines �rst-order logiand probability, and that has been suessfully applied to the intra-doumentoreferene task. We adapt this model to disambiguating web people by ag-gregating features ommon to many of the suessful SemEval Artiles et al.20



(2007) systems under the formalism of �rst order logi. We explore theuse of unsupervised topi models to obtain additional evidene that is notexpliitly ontained in the web douments themselves. Finally, we explorethe deployment of statistially motivated lustering tehniques to optimizethese models. We demonstrate that topi models as well as more sophis-tiated lustering tehniques yield improved results, indiating that bothfeature engineering and mahine learning are two avenues to explore for per-formane gains in the web people tasks.2.3.1 Probabilisti ModelThe disriminative model is similar to the one used by Culotta et al. (2007)to takle the newswire oreferene task. In the newswire domain, this modelfatorizes into sets of mentions rather than just pairs of mentions, enablingmore expressive features over larger sub-problems. As demonstrated below,it is straightforward to adapt this model to the ase of web people.Given a set of douments xi, de�ne a binary random variable yi, suhthat yi = true if and only if all douments in xi refer to the same underlyingentity. We use a maximum entropy model for this binary lassi�ation dei-sion: p(yi|x
i) = 1

Zx
exp(

∑

k λkf(xi, yi)) where λk are real-valued parameters,
f(xi, yi) are features over the set of douments xi, and Zx normalizes thedistribution over the two labels. The values of Λ = λ1 · · ·λn an be learnedfrom the labeled training data by performing gradient asent.
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Figure 2.1: Fator graph representation of the oreferene model with blakboxes representing oreferene (fc) fators and gray boxes representing tran-sitivity (ft) fators 21



We an now de�ne a probabilisti model over entire lusterings that fa-torizes into luster-wise deisions as shown in Figure 2.1:
p(y|x) =

1

Zx

∏

yi∈y

fc(yi, x
i)

∏

yi∈y

ft(yi, x
j)While the fc fators represent the ompatibility among lusters of dou-ments, ft fators ensure transitivity for all subsets of eah luster (fc = 1 iftransitivity is satis�ed, −∞ otherwise). Sine there are a ombinitorial num-ber of ft fators, this model annot be fully instantiated. Additionally, thenormalization onstant Z requires summing over all possible luster on�gu-rations, making approximate lustering tehniques essential. The full modelan be expressed as:2.3.2 Features and Topi ModelsHere we will disuss the feature funtions used in our probabilisti model.We inorporate features used by many of the teams who ompeted in the2007 SemEval tasks as well as those used by Mann and Yarowsky (2003).Suh features inlude:(1) osine distane between bags of words(2) term seletion using TFIDF weights(3) words in ontext windows around names in the doument body(4) osine distane between hunks(5) NER overlap(6) n-gram mathes in the web doument titleA �aw in these features is that they require words between two dou-ments to math exatly. For example, ompare the following two exerptsabout a �tional jazz musiian, John Smith, from two di�erent douments:...his rhythmi puntuation......John's melodi improvisation...Although there is no overlap between these exerpts, it is lear that bothrefer to John Smith, the jazz musiian. Unfortunately, none of the aforemen-tioned features are apable of providing evidene to allow the model drawthis onlusion, sine there is no word overlap. For this reason, we inor-porate topic features that indiate whether two douments disuss ommontopis. More preisely, we use Latent Dirihlet Alloation (LDA) Blei et al.(2003), an entirely unsupervised topi model that infers mixtures of topis22



Feature InfoGainTOPICS-top1-topi-not-same 0.24ClusterSizeMoreThan8 & TOPICS-top1-topi-not-same 0.24ClusterSizeMoreThan16 & TOPICS-top1-topi-not-same 0.23ClusterSizeMoreThan16 & TFIDF-top10-no-mathes 0.23ClusterSizeMoreThan8 & TOPICS-top2-topis-not-same 0.22Table 2.1: Four of the top �ve feature onjuntions ontain topial evidene.for eah doument. For eah name set, we allow LDA to �nd 200 topis,and infer the orresponding mixtures of topis for eah doument. We thenonstrut features that ompare whether two douments have any of theirhighest weighted topis in ommon. The results are presented in Table 2.2,where we were able to show a 2% absolute inrease in f1 by using topis asfeatures. As seen in 2.1, the topi model features have some of the highestinformation gain.Until this point, all the features desribed in this setion involve theomparison of two web douments. However, we extend these pairwise om-parisons into features over larger sets of douments by quanitifying and ag-gregating them with �rst order logi. For example, given a set of douments,and the feature funtion that heks if there is a 2-grams token math in thetitle (2 -gram-title-math), the extension to �rst-order-logi features (over alarger set) inlude:-There exists a pair of douments with 2 -gram-title-math-There does not exists a pair of douments with 2 -gram-title-math-For all douments: 2 -gram-title-math-30% of douments have: 2 -gram-title-math2.3.3 ClusteringA ommonly used lustering algorithm is a hill limbing approah knownas greedy agglomerative. The algorithm begins by plaing eah doumentinto a singleton luster. All pairs of lusters are ompared and the twolusters with the highest ompatibility sore are merged. The ompatibilitysores between this newly formed luster and the remaining lusters mustbe omputed. The algorithm ontinues to greedily merge lusters until allthe ompatibility sores are below some threshold τ . With the maximumentropy lassi�er, τ = 0.5 naturally falls at the deision boundary.A major short-omming of this approah is that it an only modify the23



lustering by ombining two omplete lusters. If new evidene is disoveredhalfway through the lustering proess that reveals an error, greedy agglom-erative has no way of reovering. Additionally, the optimization surfae isextremely bumpy, and greedy algorithms in general are likely to �nd max-ima that are not global. This motivates the need for a less greedy lusteringalgorithm that has the ability to 'hange it's mind'.Metropolis-Hastings Metropolis et al. (1953); Hastings (1970) provides aframework for whih arbitrary modi�ations an be made to the lustering.The algorithm works in rounds, making jumps in on�guration spae bydrawing moves from a proposal distribution Q. The result is a sequeneof lusterings C1 · · ·Cn orresponding to the n rounds of sampling. Let
Ct = y represent the on�guration at time t, Metropolis-Hastings draws anew on�guration y′ onditioned on y from Q. The aeptane probabilityis then omputed as P (accept = true|y′, y) = Min

(

P (y′)Q(y|y′)
P (y)Q(y′|y) , 1

), andan aeptane deision is drawn from this distribution. Then Ct+1 = y′ ifaepted, y otherwise. Conveniently, the normalization onstants anel inthis ratio, as well as the variables in the on�guration spae that remainedunhanged between y and y′.To avoid a slow burn-in time, we initialize Metropolis-Hastings with theresult of greedy agglomerative lustering. Additionally, by keeping trak ofeah agglomerative merge (and orresponding ompatibility sore) we anindue a probability distribution over partial lusters (or bloks), whih isused as part of the proposal distribution in the Metropolis-Hastings phase.The proposal distribution Q is used to reate a new lustering by (1) drawinga blok from this blok distribution, (2) removing the blok from its originalluster, and (3) plaing the blok into another luster. The move has fourpossible outomes: either a new luster is formed, part of one luster is movedto another, a luster is destroyed, or no hange is made. Beause at most,two lusters are modi�ed in this operation, the aeptane ratio beomes alinear time omputation. Let y′s, y′t be the soure and target luster in theproposed lustering and similarly ys and yt be the same lusters before themodi�ation.
P (y′)Q(y|y′)

P (y)P (y′|y)
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1
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∑
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∑
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∑
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Preision Reall F1BCubed .32 .24 .28+topis .23 .44 .30PW .12 .19 .15+topis .13 .44 .20MUC .70 .65 .67+topis .84 .86 .85Table 2.2: inorporating topis as features improves f1 in all three evaluationmetris Preision Reall F1BCubed .32 .31 .32MH .32 .44 .37PW .27 .24 .26MH .28 .37 .32MUC .84 .85 .84MH .86 .88 .87Table 2.3: Metropolis-Hastings (MH) outperforms greedy agglomerative
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Λ) + Q(y′|y)The partition funtion and the embedded sums anel leaving only sumsthat require linear (Θ(n)) time in the number of lusters.2.3.4 Experimental ResultsTraining examples are reated from the labeled dataset by randomly sam-pling douments with replaement. A set is labeled as a positive example ifall douments in that set refer to the same underlying entity, and a negativeexample otherwise. We divided the 44 ambiguous name sets in the Spokorpus randomly into equal sized training and testing sets. For eah of the44 name sets, we sampled 150 random web douments. Coreferene per-formane sores using MUC,B-Cubed, and Pairwise evaluation metris arereported in table 2.3.As we expeted, the Metropolis-Hastings lusterer is able to improve25



substantially over its greedy ounter-part. The lusterer is not only able tooverome loal optima by making down-hill jumps, but it has potential tooverome these optima quikly by moving entire blocks during eah round.2.4 Generative ModelsWhen experimenting with the disriminatively trained model, we notiedthat the topial similarity features were weighted partiularly highly. Thisimplies that the results from the generative LDA model were quite india-tive of oreferene between douments. In this setion we extend the basiLDA model to expliitly model oreferene between douments via latentvariables. The produed models are unsupervised, although training dataould be used for optimization of hyperparameters, we hose to leave this forfuture researh.Sine the number of lusters for a partiular doument set is unknown,use of traditional (parametri) mixture models is preluded, sine they re-quire setting the number of mixture omponents in advane. To allow for avariable number of lusters we use a mixture model with an in�nite numberof omponents. We employ a Dirihlet Proess (DP) prior over the lusterassignments in eah model. This is a distribution over lusterings parame-terized by γ. A lower value for γ auses the prior to prefer singletons overfewer larger lusters.2.4.1 Baseline Generative ModelThe simplest generative model we onsidered does not model douments asmixtures of topis as in LDA. Rather it assumes eah doument belongs tosome luster (the identity of whih is latent) and eah luster has one topiassoiated with it. This graphial model is shown in �gure 2.2. The modelde�nes a distribution of the form:
P (w, e|α, γ) =

∏

d

P (wd|θ, ed) ·
∏

i

P (θi|α) · P (e|γ) (2.2)Where i is the index of the luster, and d is the index of the douments,
wd are the tokens of doument d, e is the set of lusters, and θi are the pa-rameters to the mixture omponent assoiated with luster ed = i. P (w|θ, e)is the probability of the doument tokens given its luster identity and theassoiated parameter vetor θi, and is a multinomial distribution. P (θi|α)is the probability of the multinomial parameter vetor whih is expressed as26
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Figure 2.2: The baseline generative model: eah of D douments has anentity e drawn form a DP prior, with parameter γ. The W words in thedoument are drawn from the multinomial distribution θ aording to itsentity setting.a Dirihlet prior. P (e|γ) is the DP prior over the luster assignments. Byhanging the value of γ the prior an be made to favor di�erent granularitiesof lusterings.To perform inferene in this model we use ollapsed Gibbs sampling. Itis ollapsed in the sense that we integrate out the unknown θ variables inorder to redue the spae in whih we have to sample. Sine the Dirihlet isthe onjugate prior to the multinomial distribution, we are able to do thisintegration analytially. In doing so, all the words under a ommon entitybeome dependent on eah other. The result is a ompound distributionsometimes alled the Polya distribution Minka (2003). The probability ofthe words in doument d; wd = wd,1 · · ·wd,nd
given a luster is then:

P (wd|w−d, e) ∝
∏

i

αwd,i
+

∑

p|ep=ed
nwp,wd,i

+ nwd,1···i−1,wd,i
∑

v αv +
∑

p|ep=ed
nwp,v + nwd,1···i−1,v

(2.3)Here nwp,wd,i
is the number of times that the word wd,i appears in

wp (a set of words representing a doument in the same luster). Like-wise nwd,1···i−1,v is the number of times word v appears in the set of words
wd,1 · · ·wd,i−1. Both an easily be alulated by maintaining a set of theneessary ounts during sampling.Gibbs sampling, updates one hidden variable at a time, by samplingfrom the its distribution, onditioned on the urrent assignments to all other27



variables. During gibbs sampling, we use the Chinese Restaurant ProessNeal (1998) onstrution for sampling the DP prior. The CRP gives mass toeah luster, proportional to the number of elements in that luster. Eah
e variable an be set to either one of the urrently supported lusters, orto a �new� luster, whih has the mass for the in�nitely many unsupportedmixture omponents in the model. When there are N douments dividedinto K lusters, the CRP gives the probability of doument d being in luster
i as:

P (ed = i|e−i) =

{

ni

N−1+γ
i ∈ 1 · · ·K

γ
N−1+γ

i = K + 1
(2.4)We will use e−i to mean the set {ed|d 6= i}. Gibbs sampling iterates overeah doument d in turn and re-samples its value of ed, from the distribution:

P (ed = i, wd|w−d, e−d) = P (wd|w−d, e) · P (ed = i|e−i) (2.5)This model essentially lusters douments based on the distributions ofwords within them. For example if two douments employ many of the samewords, they are likely to be plaed into a luster together.2.4.2 Extended Generative ModelsThe baseline model only onsiders the tokens that appear in douments.Consequently it has two signi�ant weaknesses. First, there are more souresof information regarding oreferene than just the tokens of a doument.For example, the hypertext markup suh as links and bolded setions mightgive important lues to oreferene. Seond, various words in a doumentmight not be relevant to oreferene resolution. Common English wordssuh as �the�, �a�, �and� et. are presumably poor preditors of oreferene.However sine the baseline only looks at the distributions of tokens within adoument, those douments with similar distributions of these �stop-words�might be plaed together erroneously. Motivated by apparent weaknessesof the baseline model, we now explore a variety of extensions that will beable to apture more of the ues to oreferene that the disriminative modelemploys.LDA Coreferene ModelThe �rst extension grants the model the ability to learn that ertain wordsare more relevant to oreferene resolution than others. Rather than eah28
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P (zd,i = t|z−d,i, w, e) ∝ βt +

∑
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ned,t
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(2.6)With all the topi assignments z sampled, we an ondition on themwhile sampling new entity assignments e from:
P (ed = i, wd|w−d, e−d, z) ∝ P (zd|z−d, e) · P (ed = i|e−i) (2.7)Note the similarity between equations 2.5 and 2.7. We are essentiallytreating the topi variables in this model as we did the words in the base-line. This model will therefore luster douments aording to the topi29
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topi that is shared between all entities, and is depited in �gure 2.4. Noweah doument is treated as a mixture of words from the entity-spei� topifor the luster to whih it is assigned, and the global topi. This means thatsampling the z variables is simpler, sine there are now binary. The e�et ofthe model is to luster douments whih share similar distributions of wordsfrom the entity spei� topi. This model is unable to apture some of theproperties exploited by the LDA-oreferene model, but may still be able to�lter out the noise in a doument. We all it the self-stopping model for itsability to ignore stop-words when making the oreferene deisions.Inorporating Further EvideneIn designing the disriminatively trained model, we noted that HTML markupelements suh as hyperlinks and page titles were important features for de-termining oreferene. We may extend any of the generative models wedesribed so far to use this type of evidene as well. If we assume are otherforms of evidene are expressed as tokens in the douments (e.g., hyperlinkURLs, hyperlink text, doument titles) then we an extend the models toobserve these as well. In essene, eah of the models we showed an be ex-tended to handle this evidene, by dupliating the omponents whih involvewords (and their assoiated topi variables and parameters) for eah otherevidene lass. Note that for several lasses of evidene, the values of theparameters used for words may not work well. For instane oreferent do-uments may have no hyperlinks in ommon, and so a higher (more uniform)value for the Dirihlet prior parameter may be more appropriate.2.4.3 ResultsWe evaluated these models on the new Spok orpus desribed in hapter 6.We present a preliminary result lustering the group of douments belongingto the �Peggy Waterfall� web-people. This setion has 1302 douments,divided into 91 unique people. For all models, we only used the tokens fromthe douments whih were within 50 words of a mention to the web-personname. This was due to the intuition that relevant information appears loseto the name mentions. All models had the γ parameter set to 0.005. Wetested the systems under the following on�gurations:
• Baseline The generative model desribed in setion 2.4.1. This modelwas given an α parameter of 0.01 sine we antiipated that the dis-tributions of words for the entities should be peaked around ertainindiative words. 31



• LDA-oref The LDA-inspired model desribed in setion 2.4.2. Weused 200 �topis�, and set α to 0.25 and β to 0.01. Note that the βparameter here orresponds to the α parameter of the other models.
• Self-stopping This is the model from setion 2.4.2. The parameter forthe �global topi� was set to the unigram ounts of the orrespondingwords in the orpus. The intent was to apture the highly frequentwords in this topi. α and γ were set as in the baseline model.
• Baseline+URL As desribed in setion 2.4.2, we extended the base-line model to also observe the bags of hyperlink URLs for eah dou-ment, as well as the bags of words that make up the link text. Now themodel has an α parameter for eah �lass� of evidene, words, URLsand link text. We set these to 0.01, 0.9 and 0.9 respetively.
• Self-stopping+URL This is a hybrid of the above two systems. Es-sentially we extended the self-stopping model to observe the other twoevidene lasses that we desribed above. The setting of α was thesame as for Baseline+URL, and for eah lass, we learned a globaltopi parameter by taking the unigram ounts of the evidene tokens.All models were trained with 200 iterations of Gibbs sampling. Whenthere were both topi variables and entity variables, topi variables weresampled �rst for the whole orpus, before entities were resampled. Resultsof the various systems are shown in table ??. They show a trend wherebythe inremental improvements yield small inreases over the baseline model.The LDA model lags behind onsiderably, perhaps due to a bad parametersetting, or to an insu�ient amount of Gibbs sampling. However note thatthe douments often ontain a mention to the web-person surrounded byuseless text (suh as when the persons name appears in a table of sportsresults). These ases might prevent the proper learning of a topi modelsuh as LDA. These results are preliminary in the sense that they only overone luster of the Spok data, however they should be updated in the nearfuture. The results are generally quite low, but note that they are not agreat deal lower than those of the disriminatively trained model, and thatthis is evaluated on the entirety of one of the largest setions of the spokdata � rather than a sample of 150 douments from eah setion.
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B3 PairwiseModel Preision Reall F1 Preision Reall F1Baseline 63.3 16.4 26.0 39.2 9.8 15.7LDA-oref 37.8 7.83 13.0 48.1 14.1 21.8Self-stopping 69.7 17.3 27.7 60.8 9.6 16.5Baseline+URL 51.7 18.2 26.9 12.1 11.9 12.0Self-stopping+URL 60.9 18.6 28.5 53.2 11.1 18.4Table 2.4: Coreferene performane for a seletion of generative web-peopledisambiguation models.2.5 Future WorkWe have demonstrated a variety of tehniques for disambiguating web do-uments aording to the people to whom they refer. There are several dire-tions in whih these models ould be extended, for example exploring morepowerful features, more sophistiated statistial models, and more advanedinferene and sampling algorithms. Additionally we may gain bene�t fromombining the unsupervised method into the disriminatively trained one.We notied that the two models have di�erent strengths and weaknesses, forexample the unsupervised model performs well on large orpora, whereas thedisriminative model is more aurate when there are fewer web doumentsto luster. A suessful line of future researh may ombine the models byusing the preditions of the unsupervised model as features for the disrim-inative one.This problem lends itself to semi-supervised learning, in whih a smallamount of labeled data is ombined with a vast amount of unlabeled data intraining a preditor. Due to the sheer sizee of the Internet, suh unsuperviseddata would be readily available in an almost unlimited supply.In the related problem of anaphora resolution we have suessfully ap-plied error driven training methods Culotta et al. (2007), whih tailor theparameters to avoid the types of errors that the model produes during train-ing. Suh tehniques are diretly appliable to this problem, and may in-rease performane over the urrent models. Furthermore, the disriminativealgorithm we outlined fatorized over lusters of douments. A straightfor-ward extension would be to relax this restrition and allow for features thatonsider an entire lustering.
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Chapter 3Desription of the Elkfed/IDCplatform and the BARToreferene resolverYannik Versley and Simone Ponzetto3.1 General IntrodutionBART, the Baltimore Anaphora Resolution Toolkit, is a tool to performfully automati mahine-learning based automati oreferene annotation onwritten text. This setion will provide a friendly introdution to the systemfrom a user's perspetive.The system stores all vital information on douments in the token-basedstando� format of MMAX2; it uses the MMAX2 disourse API1 for thispurpose.In the standard on�guration, only tokenisation is needed, and othersteps are performed automatially by suitable omponents (sentene splitter,part-of-speeh tagger, hunker/parser, and named entity reognizer). Forlearning a new lassi�er or quantitative evaluation, it is neessary to havegold standard oreferene information on a separate markable level.To run the basi system, you need to have the following external ompo-nents installed:
• the YamCha hunker and the YamCha model olletion (for the hunker-based pipeline)1see http://mmax2.soureforge.net 34



http://hasen.org/~taku/software/yamha/(where do the hunking models ome from?)YamCha uses an external SVM pakage to perform its lassi�ation;possible andidates are TinySVM and SVMLighthttp://hasen.org/~taku/software/TinySVM/SVMLight/TK, whih is a downwards-ompatible extension to SVM-light, an also be used as a learner in the oreferene resolution.
• Charniak and Johnson's reranking parserftp://ftp.s.brown.edu/pub/nlparser/Other reommended external omponents inlude
• SVMlight/TK with java native interfae: This allows the use of SVMfor lassi�ation tasks and the use of tree-valued features. The use ofthe native Java interfae is reommended for improved speed.
• The Carafembi ACE mention tagger performs general mention taggingfor ACE mentions. Its use improves the auray when using ACE-style orpora in whih only ACE mentions (persons, organizations,geopolitial entities, . . . ) are marked up.The preproessing pipeline invokes sentene splitter, part-of-speeh tag-ger, hunker and named-entity reognizer and uses this information to tagmention markables (on the markable annotation layer of the MMAX2 do-ument). One douments have been preproessed, the preproessing infor-mation in the MMAX douments an simply be reused and preproessingswithed o�. This is espeially onvenient when doing repeated experimentson a single dataset.3.1.1 Installation and Getting StartedThis setion will lead us through the steps neessary for running trainingand testing phases on the MUC6 orpus.Running without preproessing1. In the diretory onfig, make a opy of the �le onfig.properties.sampleand name it onfig.properties.The onfig.properties �le ontains on�guration options that usu-ally depend on the loal system on�guration, suh as the diretorieswhere training/testing data, needed programs, et. reside.35



If you unpaked the MUC sample �les into /path/to/MUC-MMAX, thenyou need to set the trainData/testData options as follows:trainData = /path/to/MUC-MMAX/mu6/traintrainDataId = MUC6testData = /path/to/MUC-MMAX/mu6/testtestDataId = MUC6In the run we want to do now, we don't need to run the preproess-ing, as the MUC �les are already in MMAX format and onvenientlypreproessed:runPipeline=falseMUC6 marks oreferene even outside the main doument body, whihis why we want to use the mention reation proess that uses mentionsfrom the whole doument:mentionFatory=elkfed.oref.mentions.FullDoMentionFatory2. To ompile the Elkfed soures, we need to have (i) a working JDK(version 5.0 or up) and (ii) Apahe Ant2; we also need to setup thelasspath so that external libraries (whih are part of the Elkfed/BARTpakage) an be found.First, edit the setup.sh �le so that JAVA_HOME points to the diretorywhere your Java installation is. You then need to soure the �le with3:bash$ soure setup.shWe then run ant to ompile the whole thing:bash$ ant jarWe an then use XMLExperiment to perform both training and testing4:bash$ java -Xmx1024M elkfed.main.XMLExperiment2available at http://ant.apahe.org/bindownload.gi3this only works with bash. Users of other shells suh as tsh will have to adapt this.4the option -Xmx1024M is used to alloate more heap spae for the Java proess. Ifyour omputer does not have enough memory, or Java runs into memory problems, youhave to adjust this number 36



or we an use XMLTrainer to reate the training data, run XMLClassifier-Builder to perform model learning and then use XMLAnnotator to testseparately:bash$ java -Xmx1024M elkfed.main.XMLTrainer(lots of output omitted)bash$ java -Xmx1024M elkfed.main.XMLClassifierBuilder(some output omitted)bash$ java -Xmx1024M elkfed.main.XMLAnnotator(lots of output omitted)Running with the parser pipelineTo try out some preproessing, we will �rst use the ACE-02 sample �le thatis in sample/ACE-025. To do this, we �rst hange the testData on�gurationentry in onfig.properties:testData=./sample/ACE-02We then need to hange the options so that (i) preproessing is ativated,(ii) the Charniak parser is used and (iii) the diretory where the Charniakparser is loated is known to the system:runPipeline=truepipeline=elkfed.mmax.pipeline.ParserPipelineparser=elkfed.mmax.pipeline.CharniakParserharniakDir=/path/to/the/reranking-parserTo be able to use the Charniak parser, we also need to replae the parse.shsript in the reranking-parser diretory with our modi�ed version.We an then run XMLAnnotator, whih uses the model we trained on theMUC data (again, this is not useful for any serious purpose, but we want totry out the pipeline) on the orpus that will be run through the preproessingpipeline for us.3.1.2 Additional Con�gurationThe on�g.properties �le in the on�g diretory ontains a few more settingsthat in�uene the behaviour of the system:5This is nonsense from an evaluation point of view, as the ACE and MUC annotationshemes di�er onsiderably. But as preproessing the whole MUC6 orpus would takelonger, we'll just have fun with the sample �le.37



• the option mentionFatory indiates the name of the lass used forreating the mention objets from MMAX markables, whih an beused to in�uene the set of mentions that are reated and an then belinked.Currently, the following MentionFatory sublasses exist6:� FullDoMentionFatory reates mentions for every markable onthe markable annotation layer� DefaultMentionFatory reates mentions for every markable thatis in the `main text' part (marked by a markable on the setionannotation layer with attribute name=text).
• The value of trainDataId / testDataId selets the following orpus-spei� behaviour:� If either trainDataId or testDataId are set to MUC6, the anaphormust be a de�nite for the expression to be an apposition (inFE_Appositive).
• The value of runPipeline an be set to true if it is desired to (re-)runthe preproessing steps on the orpus, or false, if existing annotationlayers are to be reused.
• The value of pipeline an be used to selet a di�erent version of thepreproessing pipeline7:� DefaultPipeline uses a the Stanford POS tagger, the YamChahunker and the Stanford named entity tagger.� ParserPipeline uses the Charniak parser to extrat POS tags,BaseNPs as hunks, and also extrats parse trees.� NERTestPipeline uses the Charniak parser to extrat syntatistruture, but uses the Carafembi mention tagger for extratingboth nominal and name mentions. Beause only ACE entitiesare extrated and non-ACE noun phrases are ignored, this is thereommended preproessing when using ACE-style orpora whihdo not mark all mentions.6it is neessary to prepend the pakage name elkfed.oref.mentions in all ases7it is always neessary to prepend the pakage name elkfed.mmax.pipeline
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• The value of default_system determines the feature set and learnersto be used. To use di�erent settings, it is possible to either give XM-LExperiment the name of an XML �le ontaining suh a desription,or hange the value of default_system to the name (without the .xmlsu�x) of an existing desription from the elkfed.main pakage. In theurrent distribution of Elkfed/BART, the following XML desriptionsare inluded:� id0_system uses exatly the Soon et al. feature set (mentiontype, gender/number agreement, alias, appositive, semanti lassompatibility, sentene distane).� bart_system uses an extended feature set: besides the informa-tion used by IDC0, it also uses parse tree information (tree ker-nels, syntati position), as well as some semanti information(web patterns, Wikipedia alias, semanti lass values).The BART system uses tree kernels and requires external infor-mation (web queries and information extrated from Wikipediain a relational database), whih means that setting it up requiressome work. For more details, please refer to the desriptions ofthe individual features in setion 3.3.3.1.3 XML system desriptionsThe enoding/deoding model used as well as the learners and the featuresused an be in�uened by means of XML desription �les. The two desrip-tion �les that an be used out of the box are loaded from the JAR �le; theyan be found in the pakage elkfed.main, whereas other examples an befound in the pakage elkfed.main.old_xml. To use an alternative systemdesription, just put it in the urrent diretory and give the �lename toXml{Trainer/Annotator/Experiment}.Figure 3.1 shows the system desription for the IDC0 system. The rootelement, oref-experiment, has exatly one system node, whih in turnhas a list of lassi�ers and a list of extrators. In the soon system type,the only we will over here, we only need one lassi�er, whih is used for allanaphor-anteedent pairs.The following lassi�eres are implemented:
• The weka lassi�er uses the WEKA mahine learning toolkit for lassi-�ation; all lassi�ers from WEKA an be used, and the lass name ofthe orresponding lassi�er has to be given in the �learner� attribute.39



<?xml version="1.0" enoding="UTF-8"?><oref-experiment><system type="soon"><lassifiers><lassifier type="weka" model="id0"learner="weka.lassifiers.trees.J48"options=""/></lassifiers><extrators><!-- general info about anteedent --><extrator name="FE_MentionType_Buggy"/><!-- agreement features --><extrator name="FE_Gender"/><extrator name="FE_Number"/><!-- speialized features for aliases et. --><extrator name="FE_Alias"/><extrator name="FE_Appositive"/><!-- string mathing features --><extrator name="FE_StringMath"/><!-- semanti lass agreement --><extrator name="FE_SemantiClass"/><extrator name="FE_SenteneDistane"/></extrators></system></oref-experiment>Figure 3.1: XML system desription: IDC0Options, as they appear on the ommand line shown by the WEKAExperimenter, an be spei�ed in the �options� attribute.
• The svmlight lassi�er uses SVMLight, either in its plain variant orin the SVMLight/TK variant. Options to svm_learn an be spei�edin the �options� attribute.
• The maxent lassi�er is a maximum entropy lassi�er built upon theL-BFGS implementation of Mallet. It is able to perform feature om-binations. Binary feature ombinations give you a similar aurayto the SVMLight polynomial-degree-2 lassi�er, with muh reduedtraining times. 40



The preliminary interfae for this is that the �options� attribute is inter-preted as a ombination template, i.e. options="**" uses the featuresalone, whereas options="** **" gives binary feature ombinations.This is subjet to hange. Use with are!The extrators are listed in setion 3.3; the name of a feature extratoris spei�ed in the �name� attribute and a mathing lass is then searhedfor in the pakage elkfed.oref.features.pairs and in the subpakages elk-fed.oref.features.pairs.{srl/wiki/wn}3.2 Inside BART: arhiteture and internal APIsOne goal for the Elkfed arhiteture has been to provide e�etive separationof onerns for the following three groups of people who might be interestedin working on a system for oreferene resolution:
• Those who aim to do feature engineering, reating new features thatexploit di�erent soures of knowledge.
• Those who aim to explore di�erent preproessing methods, improvingthe quality of the input to oreferene resolution proper.
• Those who aim to explore di�erent methods of representing orefereneresolution as a learning problem.To reah this goal, there is a lean separation between the domains of pre-proessing, feature extration, and learning:The �rst part of preproessing is arried out by pipeline omponents,whih add MMAX markables on di�erent annotation layers, and stores theresult on the markable annotation layer in MMAX. The seond part of pre-proessing, arried out by MentionFatory instanes, uses the markables onthemarkable annotation layer to reate Java objets with relevant properties,instanes of lass Mention.Feature extrators are presented are presented instanes of the relevantInstane sublass � in BART, whih exlusively uses binary deisions,this is always PairInstane. They then use the information stored in theInstane, namely the anaphor and anteedent properties, whih hold ref-erenes to mention objets. Having eah feature extrator in its own lassallows for �exible mixing and mathing for feature extrators.The part that is responsible for learning deision funtions using a givenset of features (referred to as the enoder/deoder) uses a mahine learning41



lassi�er from the elkfed.ml pakage that is trained with anaphor - potentialanteedent pairs from the training set, and the deisions of this lassi�erregarding single pairs are then used to derive appropriate linking deisionsthat group mentions into equivalene sets representing entities. The en-oder/deoder has to extrat pairs that are to be presented to the learner,and delegate the feature extration to a list of feature extrators. In thetesting phase, it has to hoose pairs to present to the lassi�er built in thetraining phase and to use the lassi�er deisions to link mentions.3.2.1 Important ClassesThe most basi building bloks in the Elkfed platform are the interfaesCorefResolver and CorefTrainer in the pakage elkfed.oref. A orefereneresolver get handed a list of Mention objets that are to be grouped togetherin a DisjointSet, whereas a CorefTrainer just gets handed the list ofmentions and is not required to return anything.Mention objets represent single mentions: they have utility methodsthat allow to aess properties of mentions, and a method isCoreferent thatallows the training proedure in a ML-based oreferene resolution systemto see whether a pair of mentions should be oreferent or not.What happens around these interfaes? Let us begin by the outer side:in the pakage elkfed.main, the lasses Trainer and Annotator are simpli�edversions of BART's XMLTrainer and XMLAnnotator lasses and ontain theneessary ode for setting up the atual proess.Objets of type SoonEnoder or SoonDeoder (to be overed later, below)are handed to instanes of TrainerProessor, or AnnotationProessor,respetively, that iterate through douments in the orpus given and thenuse a MentionFatory to reate Mention objets from the information in theMMAX2 douments.SoonEnoder instanes take a list of markables; for every pair mj, mi ofmentions that are adjaent in a oreferene hain, a positive training instaneis generated for the pair 〈mj ,mi〉, and a negative instane with 〈mk,mi〉 isreated for every markable mk that ours in between mi and mj. Theselearning instanes serve as learning data set for the ML lassi�er; an objetimplementing the IntaneWriter interfae takes these instanes and writesthem out in a format that is understood by the ML toolkit implementingthat lassi�er, for example in ARFF format for Weka-based learners.In onverse, SoonDeoder instanes look for an anteedent for a givenmarkable mi by getting the lassi�ation for pairs 〈mj,mi〉 built with some
mj that ours before mi, starting with the losest ones; the �rst pair to42



be lassi�ed as positive is merged and other (potential) anteedents are ig-nored. The lassi�ation of pairs is handled by an objet implementing theO�ineClassi�er interfae, whih gets a list of pairs and provides the list ofdeisions for these pairs. In the ase of the Weka mahine learning toolkit,the lassi�er is alled in-proess. For lassi�ers that are only available asexternal programs (suh as SVMlight when the native interfae is not used),always lassifying bathes of multiple pairs attenuates the speed loss due tothe startup time of the external program.The lassi�ation instanes that are used for learning and lassi�ationare instanes of the lass PairInstane, whih get the anaphor and an-teedent set by the enoder/deoder, whereas the atual information usedfor lassi�ation is set by objets implementing the PairFeatureExtratorinterfae.3.3 Feature ExtratorsThis setion desribes the feature extrators that are inluded in the Elk-fed/IDC platform; most, but not all of them are used by BART. Tree-valuedfeatures an only be used by the SVMlight learner, string-valued featuresannot be used with WEKA learners, and unnormalized ontinuous featuresdo not work well with polynomial SVMs or MaxEnt lassi�ers that use fea-ture ombinations, so not all sets of features make sense with a given learner.3.3.1 Basi FeaturesMentionTypeThe feature extrators FE_MentionType_Buggy and FE_MentionType extratinformation about the form of the anaphor (de�niteness, demonstrative, pro-noun), the anteedent (pronoun) and also inludes a feature that indiateswhether the two mentions are both proper names.FE_MentionType_Buggy heks for the pre�x �the� on the mention stringto derive de�niteness, whereas the isDe�nite method on Mention heksthat �the� is atually a word by itself, exluding �them�, �their� and otherthird person plural pronouns. In the basi Soon et al reimplementation, theinformation found in the `buggy' version (third-person plural pronouns) isused and leads to improved performane over the orreted version.
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Gender agreementThe feature extrator FE_Gender uses gender information from the mentionto assess gender ompatibility. The assigned value an either be true, false,or unknown.Number agreementThe feature extrator FE_Number uses number information to determine num-ber ompatibility. This is either true or false.AliasFE_Alias uses the tehniques desribed in (Soon et al. 2001b) to mathabbreviations and name variations.AppositiveFE_Appositive adds a feature that is true whenever two mentions are sep-arated exatly by a omma.String MathingFE_StringMath strips the determiners o� the markable string and thenperforms a ase-insensitive omparison of the rest.Semanti Class ompatibilityFE_SemantiClass uses the SemantiClass property of the mention to as-sess the semanti ompatibility of anaphor and anteedent (either TRUE,FALSE, or UNKNOWN if either of the two has an unknown semanti lassand the lexial heads do not math).Sentene distane (ontinuous vs. disrete version)FE_SenteneDistane gives the distane of anaphor and anteedent an-didate in sentenes. FE_DistDisrete is meant as a disretisation of thevalues, with two binary features that indiate whether the andidate is inthe same sentene or in the previous sentene.
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3.3.2 Syntax-based FeaturesSyntati positionFE_SynPos yields a string that is omposed of the �rst three unique labels ofparent nodes. This is meant to indiate the syntati position � subjets willhave a value of `np.s', whereas diret objets will have a value of `np.vp.s',and a noun phrase embedded in a noun-modifying PP would have a value of`np.pp.np'.Tree featuresThe feature FE_TreeFeature is a tree-valued feature that arries informationabout the syntati relationship between anaphor and andidate. Its valueis a subtree of a parse tree overing both the anaphor and the anteedentandidate. It inludes the nodes ourring in the shortest path onnetingthe pronoun and the andidate, via the nearest ommonly dominating node.Also it inludes the �rst-level hildren of the nodes in the path.3.3.3 Knowledge-based FeaturesWeb patternsThe FE_WebPatterns feature extrator uses pattern searh on the WorldWide Web to �nd instane relations as they exist between `China' and 'oun-try', or `Clinton' and `president'. Queries are ahed in a loal BerkeleyDB-JE database.The following settings in on�g.properties are neessary for this featureextrator to work:
• msn_app_id ontains the developer key for Mirosoft's WindowsLive Searh servie. The proess of getting a developer key for thisservie is desribed at the following URL:http://dev.live.om/blogs/livesearh/arhive/2006/03/23/27.aspxResults of web queries are ahed in a Berkeley DB Java Edition database,whih is reated in the urrent diretory. The urrent implementation un-fortunately preludes onurrent aess from multiple proesses on the same�le system, but a ahe that has been established one (by doing the queriesneeded) an simply be moved to another mahine by opying the *.jdb �les.
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Wikipedia AliasThe FE_WikiAlias feature extrator uses information extrated fromWikipedia8,namely redirets and links to a given page, but also appearane in lists, toprovide evidene for name variations (see the extration hapter for a moredetailed desription).The Wikipedia Alias feature extrator needs to aess a MySQL9 databasethat ontains the redirets_to, links_to and lists_dev tables with informa-tion from Wikipedia. The following settings in on�g.properties are nees-sary for this feature extrator to work:
• wikiDB_driver ontains the lass name of the JDBC driver, usuallyom.mysql. jdb.Driver
• wikiDB_user and wikiDB_password ontain user name and pass-word of the aount that is used to onnet to the database
• wikiDB_dburl ontains the JDBC URL to the database. This shouldbe somethink likejdb:mysql://〈hostname〉:3306/〈database〉←֓?useOldUTF8Behavior=true&useUniode=true&←֓haraterEnoding=UTF-8(without the line breaks or ←֓ in between the parts).Wiki (ategory graph)The FE_Wiki feature extrator uses redirets and the ategory graph ofWikipedia to assess andidate relatedness, as desribed in (Ponzetto andStrube 2006). See the hapter on knowledge extration for a more detaileddesription.Wordnet distaneThe FE_WNSimilarity feature extrator extrats the WordNet distane be-tween anteedent and andidate heads, aording to several distane mea-sures.SemClass pairFE_SemClassValue extrats the semanti lass values of anaphor and an-teedent, both alone and as a pair.8see http://www.wikipedia.org9it is probably possible to use any other JDBC-ompatible database46



Modi�er (in)ompatibilityThe FE_Wiki_In feature extrator uses information from the Wikipediaategory/graph struture as desribed above, as well as Wordnet (also seeabove) to automatially ompute the ompatibility between the pronominalmodi�ers of the anaphora and anteedent - if they have mathing head nouns.Attributes and relations are extrated from the markable string of eahmention, for example Amerian tourist in Cuba would have assoiated withit Amerian as an attribute, and from Cuba as a relation, whih an then beompared against Cuban tourist to determine the inompatibility of the twomentions. The Wikipedia and Wordnet evalutions are omputed seperatelyand a �nal sore of ompatibiltity is assigned based on the two.This feature extrator needs the Wordnet library and aess to theWikipediaategory/graph struture (see the respetive subsetions for neessary pre-onditions).
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Chapter 4Extrating Lexial andCommonsense Knowledge fromWikipediaSimone Ponzetto, Jason Smith,Vladimir Eidelman and Massimo PoesioIn this Chapter we disuss �rst our methods for extrating similarity in-formation from Wikipedia's ategory struture, then for extrating suh in-formation from hyperlinks and redirets, and �nally how we ompute theinompatibility feature.4.1 FE_Wiki_SimilarityThe feature modeling semanti similarity from Wikipedia builds upon andextends previous work on using the system of ategories in Wikipedia as asemanti network for omputing semanti relatedness (Strube and Ponzetto2006). In addition, it ruially makes use of a taxonomy automatially gen-erated from that ategory network (Ponzetto and Strube 2007). This allowsus to provide the oreferene resolution system with sores of semanti simi-larity modeling the semanti ompatibility between anteedent and anaphor.
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4.1.1 WikiRelate! Computing Semanti Relatedness UsingWikipediaStrube and Ponzetto (2006) presents a method alled WikiRelate! whihtakes the system of ategories in Wikipedia as a semanti network to om-pute measures of semanti relatedness. Wikipedia allows in fat for stru-tured aess by means of ategories: the enylopedia artiles an be assignedone or more ategories, whih are further ategorized to provide a so-alled�ategory tree� (Figure 4.1). Though not designed as a strit hierarhy, theategories form a graph whih an be used as a network to ompute seman-ti relatedness. Their work showed (1) how to retrieve Wikipedia artilesfrom textual queries and resolve ambiguous queries based on the artiles'link struture, and (2) ompute semanti relatedness as a funtion of theartiles found and the paths between them along the ategorization network(Figure 4.2). For instane, given the name entities John Zorn and Fela Kutifrom Figure 4.2, their semanti relatedness an be omputed by �nding theonneting path between their Wikipedia artiles along the ategorizationnetwork and using standard measures from the literature, e.g. omputing se-manti distane as the number of edges between pages in the hierarhy andde�ning semanti relatedness as the inverse sore of the semanti distane(f. Rada et al. 1989).
sim(c1, c2) = 1

# nodes in path

sim(John Zorn, Fela Kuti) = 1
6 = 0.16Ponzetto and Strube (2006) also shows that inluding suh sores into anNLP system dealing with oreferene resolution is bene�ial. A limitation ofthat approah is that it omputes semanti relatedness, rather than seman-ti similarity1. This is beause approahes to measuring semanti similaritythat rely on lexial resoures use paths based on isa relations only, whereasthe Wikipedia ategorization network ontains relations between ategorieswhih are neither semantially typed nor show a uniform semanti. However,1Semanti relatedness indiates how muh two onepts are semantially distant in anetwork or taxonomy by using all relations between them (i.e. hyponymi/hypernymi,antonymi, meronymi and any kind of funtional relations inluding is-made-of, is-an-attribute-of, et.). When limited to hyponymy/hyperonymy (i.e. isa) relations, themeasure quanti�es semanti similarity instead (see Budanitsky and Hirst (2006), for adisussion of semanti relatedness vs. semanti similarity). In fat, two onepts an berelated but are not neessarily similar (e.g. ars and gasoline, see Resnik (1999)).51
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semanti similarity on two ommonly used datasets, namely the list of 30noun pairs of Miller and Charles (1991) and the 65 word synonymity list fromRubenstein and Goodenough (1965). The results show that Wikipedia-basedmeasures of semanti similarity omputed using the automatially generatedtaxonomy are ompetitive with the ones omputed from WordNet (Fellbaum1998).4.1.3 Bringing it All Together: Computing Semanti Simi-larity Using Wikipedia for Coreferene ResolutionThe ontribution of the FE_Wiki_Similarity feature is to apture thenotion of semanti ompatibility in terms of Wikipedia-based semanti simi-larity sores and to make this kind of information available to the orefereneresolution system. In order to ahieve this, it uses the original WikiRelate!method (subsetion 4.1.1) on the automatially generated taxonomy (sub-setion 4.1.2). The taxonomy is obtained by taking only those ategories inWikipedia whih are found to be in a isa relation and removing the top 200ategories with the highest PageRank sore (Brin and Page 1998)2, as thishas been shown to yield the semanti similarity sores whih best orrelatewith human judgments. The degree of semanti ompatibility is obtainedby omputing the similarity sores for eah input anteedent-anaphor pairas follows:Query extration: normalize the strings by either taking the head lemma(for ommon nouns, e.g. house) or the full NP (for named entities, e.g.George W. Bush).Page retrieval: �nd the two Wikipedia pages pages = {p1, p2} the queriesrefer to.Category extration: parse the pages and extrat the two sets of ate-gories C1 = {c1| c1 is_ategory_of p1} and C2 = {c2| c2 is_ategory_of p2}the pages are assigned to.Path �nding: ompute the set of paths between all pairs of ategories3 of2See Ponzetto and Strube (2007) for details. In a nutshell, the idea is to �lter out se-mantially oarse-grained, over-onneted ategories using a link analysis algorithm (suhas PageRank) by assuming that these ategories are the most authoritative ones in theategory network.3We fatorize over all possible ategory pairs in order to deal with the sense disam-biguation problem. That is, we assume that eah ategory aptures a sense of the targetquery and we take the ross produt of eah anteedent and anaphor ategory to formpairs of â��Wikipedia synsetsâ�� to ompute the similarity aross all of them.53



the two pages, namely paths = {pathc1,c2| c1 ∈ C1, c2 ∈ C2}.Semanti similarity omputation: ompute semanti similarity using thetaxonomy based on the paths found along the ategory network. Foreah measure WIKI_SIMILARITY4, ompute the similarity sore forall ategory pairs, and reate the following features:1. WIKI_SIMILARITY_BEST the highest similarity sore fromall 〈CREi,n, CREj ,m〉 ategory pairs.2. WIKI_SIMILARITY_AVG the average similarity sore fromall 〈CREi,n, CREj ,m〉 ategory pairs.4.2 FE_Wiki_AliasThis feature takes advantage of Wikipedia's hyperlinks. The simplest formof hyperlink is reated by surrounding a word or group of words with squarebrakets. For example, the wikitextOn Monday, [[Bill Clinton℄℄ released a statement...will ontain a link to the artile for �Bill Clinton�. It is often the ase,however, that a sentene will not ontain the full name of an artile that theauthor wants to link to. This type of hyperlink an be aomplished through�piped links�. A piped link ontains the artile the text links to followed bythe visible text of the link (also referred to as the alias), separated by thepipe harater. For example, the wikitext...sine the [[Bill Clinton|Clinton℄℄ Administration.will appear as...sine the Clinton Administration.where �Clinton� links to the artile for �Bill Clinton�. While this oneptis very simple, it gives us several examples of alternate names for entities,inluding abbreviations and shortened names.The initial version of this feature takes advantage of these piped linksby �ring whenever two strings link to the same artile. Essentially, we are4We use the path length based measures from Rada et al. (1989), Wu and Palmer(1994) and Leaok and Chodorow (1998) and the information ontent based measurefrom Seo et al. (2004). 54



Alias PagesAmeria United States Neotropis Amerias ...USA United States Florida USSF ...British British England United States ...Table 4.1: Wiki_Alias Tableomputing �bag of artiles� similarity for strings, where eah string has avetor of artiles that it links to. This feature's value an be omputede�iently by �rst building a database that ontains every artile that eahstring links to. It is assumed that every string links to its own artile. Thetable ontaining this data has two �elds, �alias�, whih is the visible text ofa link, and �page ids�, whih is a list of every page that the string in �alias�links to. Some example entries are given in Table 4.1.There are also some problemati examples of piped links, as seen in Table4.1. The string �British� links to �United States� somewhere in Wikipedia.(This ours in the artile for the British hildren's television show Fimbles.)Alias PagesAmeria United States Neotropis Ameria ...Weights 0.1648 0.0016 0.1328 ...USA United States Florida USSF ...Weights 0.9999 2.990e-5 0.0006 ...British British England United States ...Weights 0.1801 0.1988 0.0010 ...Table 4.2: Wiki_Alias Table with WeightsTo aount for suh ases, the feature was hanged from binary to realvalued. The strength of a math between two strings now takes into aounthow often eah string links to a given artile. Viewing eah string as a �bagof artiles�, we an use term frequeny weighting to improve the aurayof this feature. Table 4.2 ontains the updated database table, where eahartile has a numeri weight assoiated with it alulated simply bynumber of times the string X links to artile Ynumber of times the string X links to any artile55



Sine �British� only links to �United States� one, the similarity between thetwo is now dramatially lowered.Sine weighting by term frequeny improved performane, using inversedoument frequeny was onsidered and tested. As it turns out, this didnot help. Weighting by inverse doument frequeny in this task would meanlowering similarity sores between two strings when they link to a �popu-lar� artile (popular in this ase meaning frequently linked to). This is notdesirable with our dataset; the fat that Bill Clinton's artile is frequentlylinked to does not derease the hane that �President Clinton� is a possiblealias for �Bill Clinton�. The use of term frequeny weighting was done as away to �lter out noise, not to give a better measure of similarity betweentwo strings. Inverse doument frequeny, and likely any other more omplexvetor-based weighting, would not help with this task.4.2.1 FE_Wiki_RediretWikipedia ontains many pages whih transparently rediret the user toanother artile. These rediret pages serve to orret spelling errors (�Un-tied States� redirets to �United States�), expand aronyms (�NBA� rediretsto �National Basketball Assoiation�), and generally ensure that all nameswhih unambiguously refer to an artile will lead you to that artile. Redi-ret information is an obvious hoie for a string mathing feature, due tothe inherent reliability of the information. For example, while �William J.Clinton� redirets to �Bill Clinton�, �William Clinton� does not, sine thereis another William Clinton in Wikipedia. Something even more ambiguous,suh as �Bill�, would never rediret to �Bill Clinton�. There is never the issueof ambiguity as with the FE_Wiki_Alias feature.FE_Wiki_Rediret was implemented as a boolean feature whih is truewhen two strings rediret to the same page, and false when they do not.Again, a page is onsidered to rediret to itself.4.2.2 FE_Wiki_ListsIn addition to its ategories, Wikipedia maintains several list pages. Theselists di�er from ategories in several signi�ant ways: there is little hierarhy(aside from a few �lists of lists�), items in the lists need not have artilesassoiated with them, and if an item X belongs to a list of Y's, there is astrong indiation that Y is a hypernym of X.The FE_Wiki_Lists feature is motivated by these observations. Thisboolean feature �res for strings X and Y if X belongs to a list of Y's, or56



Name ListsFrederik IX daneFranz Mesmer austrian physiian astrologJerry Holland violinist �ddlerTable 4.3: Wiki_Lists Tablevie-versa. For example, the page �List of ities in Bosnia and Herzegov-ina� ontains �Bijelina�, so this feature would �re on the strings �ity� and�Bijelina�. Naturally, some preproessing must be done to aomplish this.First, the head word is extrated from the list's title (�ities� in this exam-ple). Next, this head word is stemmed. This data is stored in a database;eah entry ontains a list item followed by eah list it belongs to (Table 4.3ontains some example entries).4.3 The inompatibility featureAttempts at inorporating semanti relatedness information automatiallyextrated from various soures have been made with various results. Whileomputing semanti relatedness may seem similar to omputing ompati-bility, thus lending itself to well studied approahes, the tasks are atuallyquite distint. For semanti relatedness, graph metris are often used thatattempt to approximate the relatedness of two onepts with their distanein a graph onstruted from a given knowledge soure. A variety of pathmetris have been used, however, none are �t for evaluating ompatibility.For relatedness, path metris are a reasonable approximation due to the fatthat losely related onepts usually appear lose to eah other in a lexialor semanti database, while distane onepts are analogously distant in thegraph. This onvenient relation does not hold for ompatibility.For instane, the onepts yellow and violet are one node apart inthe Wikipedia graph, indiating lose semanti relatedness, however, theyare perfetly inompatibility, sine the yellow ar would never be assumedoreferent with the violet ar by a human. Compare tiny and small, theyare most likely ompatible, but they have a high relatedness, as opposed tosmart and bony, whose relatedness is very low, but ompatibility reasonablyunquestionable.We developed a system for the automatially evaluation of ompatibilitybetween modi�ers. To the best of our knowledge, this is one of the �rst57



reent attempts to inorporate lexial and semanti knowledge, in the formof WordNet and Wikipedia to the task of identifying the ompatibility ofnoun modi�ers.Compatibility assessment may be performed for all pairs of mentionsompared in the ourse of reating oreferene hains. This would allow fora greater ahe of words and thus for the identi�ation of a wider range ofmodi�ers. However, due to pratial onstraint of omputation time for eahmention pair, oupled with the number of mentions, urrently ompatibilityassessment is only performed when both mentions share the same head noun.The inompatibility feature uses the fat that eah mention is assoiatedin bart with a disourse entity (Poesio and Kabadjov 2004), assoiatedwith a semanti tree ontaining information about the mention, suh astype, loation, and name. For our purposes, we only need the relations andattributes that eah entity ontains.Attributes generally our as premodi�ers, as in fast ar or razy do-tor, whereas relations our as postnominals, as in software from India, andsnow in Vanouver. WordNet and Wikipedia are used as outside knowledgesoures.Thus when the head noun of the anteedent mathes the head nounof the anaphora, this feature �res. The ompatibility of the modi�ers isomputed both with WordNet and Wikipedia, and the sores resulting fromboth soures are ombined into a �nal feature sore. We treat a sore of 0ompatibility from either soure as outweighing any other sores, sine wedeem two entities being inompatible as a stronger laim than either deemingthem possibility ompatible or ompatible.WordNet is a strutured lexial database. Here we exploit its on-ept of synsets - groups of words with onsidered semantially equivalent.When omputing the ompatibility, we �rst lookup the modi�ers synset andantonym set. We assign a unique id, ID, to this set, as well as -1*ID to theantonym set. These words are ahed using a hashing funtion that allowsfor fast retrieval and evaluation using the unique ID, sine using the word asa key, we an retrieve its unique ID and thus all the words whih are bothsynonymous and antonymous with it.Then we ompare all the modi�ers of the entities and either lassifythem as being perfetly inompatible (0), perfetly ompatible (1), or pos-sibly ompatible (0.5). If there are multiple modi�ers, this omparison anget triky, as it would be for omparing a large green obtuse melon with atiny jade olored melon. Eah phrase ontains a synonym for green, thushaving a ompatibility measure of 1, but deviate with tiny and large, havingompatibility 0. We use an algorithm to ombine these varying measures58



due to multiple modi�ers. The greatest weight is plaed on 0 ompatibility,followed by .5, and �nally if only 1(s) were enountered, a 1.Wikipedia is an open enylopedia whih ontains artiles ategorized byusers. We used a graph onstruted from the Wikipedia ategory struturefor omputing ompatibility of two entries in Wikipedia. As mentioned ear-lier, path metris do not work, however, another simple algorithm is used.Two mentions are onsidered ompatible if one is in a hyponomy relationwith the other, ie. there is a straight path from one entity node to theother, where the highest point in the path aording to the Wikipedia graphstruture orresponds to one of the mention nodes. Otherwise, two men-tions are onsidered inompatible if there is an intermediary node along thepath at whih diretion hanges â�� the top node aording to the ategorystruture is inside the path. For instane, when omparing the postmodi�ersUnited States and India, the Wikipedia graph struture takes a path up fromUnited States to Former British Colonies and down to India. Sine thetop node is Former British Colonies, and this is inside the path, the twoare orretly deemed inompatible. As with the WordNet evaluation, weombine multiple modi�ers with a heavier weight on 0 lassi�ation.The use of both these soures is onvenient, as they provided omplemen-tary information. WordNet is useful for adjetive attributes, while relationsand attributes involving nouns are better served with Wikipedia. For ex-ample, WordNet does not ontain information that India is inompatiblewith US, whereas in Wikipedia, these two are easily determined inompat-ible through the graph algorithm desribed above. Conversely, Wikipediaannot appreiate the inompatibility between small and large, whereas inWordNet one appears in the antonyms of the other.So far no analysis of the system inorporating this feature has been done,so nothing an be said of the results at this time.
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Chapter 5Kernels for CorefereneAlessandro Moshitti, Xiaofeng Yang, Alan Jern, MassimoPoesioIn this hapter, we desribe the advanes of the state-of-the-art in o-refereneresolution during the workshop from a mahine learning perspetive. For thispurpose, we use the most advaned tehniques of statistial learning theories,i.e. Support Vetor Mahines and Kernel Methods. The former produes oneof the most aurate lassi�ation algorithm whereas the latter allow for ab-strat feature design in very large feature spaes. More in detail, we usedpolynomial kernels to generate ombinations of manually designed features(Setion 5.1), the subset tree kernel (Setion 5.1.2) to generate innovativesyntati features (Setion 5.2), word sequene kernels (Setion 5.1.1) to de-sribe the ontext of the orefering mentions (Setion 5.2.4) and the PartialTree Kernel (Setion 5.1.2) to provide a novel and e�etive formulation ofthe aliases problem (Setion 5.3).5.1 Support Vetor Mahines and Kernels for TextThe main idea behind mahine learning is the use of labeled examples de-sribed by means of feature vetors in a n dimensional spae over the realnumber, i.e. ℜn. The learning algorithm uses spae metris over vetors,e.g. the salar produt, to learn an abstrat representation of all instanesbelonging to the target lass.For example in ase of linear lassi�er, like Support Vetor Mahines, ahyperplane H(~x) = ~w×~x+b = 0, where ~x is the feature vetor representationof a lassifying objet o whereas ~w ∈ ℜn and b ∈ ℜ are parameters, learnedfrom the training examples by applying the Strutural Risk Minimization60



priniple Vapnik (1995). The objet o is mapped in ~x with a feature funtion
φ : O → ℜn, where O is the set of the objets that we want to lassify. o isategorized in the target lass only if H(~x) ≥ 0.The kernel trik allows us to rewrite the deision hyperplane as:
H(~x) =

(

∑

i=1..l

yiαi~xi

)

· ~x+ b =
∑

i=1..l

yiαi~xi · ~x + b =
∑

i=1..l

yiαiφ(oi) ·φ(o) + b.where, yi is equal to 1 for positive and -1 for negative examples, αi ∈ ℜwith αi ≥ 0, oi ∀i ∈ {1, .., l} are the training instanes and the produt
K(oi, o) = 〈φ(oi) · φ(o)〉 is the kernel funtion assoiated with the mapping
φ. Note that, we do not need to apply the mapping φ, we an use K(oi, o)diretly. This allows us, under the Merer's onditions Shawe-Taylor andCristianini (2004), to de�ne abstrat kernel funtions whih generate impliitfeature spaes. An interesting example is given by the polynomial kernel:

PK(o1, o2) = (c + ~x1 · ~x2)
d, (5.1)where c is a onstant and d is the degree of the polynomial. This kernelgenerates the spae of all onjuntions of feature groups up to d elements.5.1.1 String KernelsKernel funtions an be applied also to disrete spae to ount the numberof substrings that are shared by two text fragments.Let Σ be a �nite alphabet. A string is a �nite sequene of haratersfrom Σ, inluding the empty sequene. For string s and t we denote by

|s| the length of the string s = s1, .., s|s|, and by st the string obtained byonatenating the string s and t. The string s[i : j] is the substring si, .., sj of
s. We say that u is a subsequene of s, if there exist indies ~I = (i1, ..., i|u|),with 1 ≤ i1 < ... < i|u| ≤ |s|, suh that uj = sij , for j = 1, ..., |u|, or u = s[~I]for short. The length l(~I) of the subsequene in s is i|u| − ii + 1. We denoteby Σ∗ the set of all string

Σ∗ =

∞
⋃

n=0

ΣnWe now de�ne the feature spae, F = {u1, u2..} = Σ∗, i.e. the spae ofall possible substrings. We map a string s in R
∞ spae as follows:

φu(s) =
∑

~I:u=s[~I]

λl(~I) (5.2)61



for some λ ≤ 1. These features measure the number of ourrenes of subse-quenes in the string s weighting them aording to their lengths. Hene, theinner produt of the feature vetors for two strings s and t give a sum over allommon subsequenes weighted aording to their frequeny of ourrenesand lengths, i.e.
SK(s, t) =

∑

u∈Σ∗

φu(s) · φu(t) =
∑

u∈Σ∗

∑

~I:u=s[~I]

λl(~I)
∑

~J:u=t[ ~J ]

λl( ~J) =

=
∑

u∈Σ∗

∑

~I:u=s[~I]

∑

~J :u=t[ ~J]

λl(~I)+l( ~J) (5.3)It is worth to note that if the set of symbol is de�ned over words a stringorresponds to a word sequene and the substring spae ontains the set ofword sequenes, e.g. George Bush goes in Iraq ontains the subsequenesGeorge Bush, George Bush goes but also George Iraq.5.1.2 Tree KernelsThe kernels represent trees in terms of their substrutures (fragments). Thekernel funtion detets if a tree subpart (ommon to both trees) belongs tothe feature spae that we intend to generate. For suh purpose, the desiredfragments need to be desribed. We onsider three important harateriza-tions: the subtrees (STs), the subset trees (SSTs) and a new tree lass, i.e.the partial trees (PTs).We de�ne as a subtree (ST) any node of a tree along with all its desen-dants. For example, Figure 5.1 shows the parse tree of the sentene "Marybrought a at" together with its 6 STs. A subset tree (SST) is a moregeneral struture sine its leaves an be non-terminal symbols.For example, Figure 5.2 shows 10 SSTs (out of 17) of the subtree ofFigure 5.1 rooted in VP. The SSTs satisfy the onstraint that grammatialrules annot be broken. For example, [VP [V NP℄℄ is an SST whih hastwo non-terminal symbols, V and NP, as leaves whereas [VP [V℄℄ is not anSST. If we relax the onstraint over the SSTs, we obtain a more general formof substrutures that we all partial trees (PTs). These an be generatedby the appliation of partial prodution rules of the grammar, onsequently[VP [V℄℄ and [VP [NP℄℄ are valid PTs. Figure 5.3 shows that the numberof PTs derived from the same tree as before is still higher (i.e. 30 PTs).These di�erent substruture numbers provide an intuitive quanti�ation ofthe di�erent information levels among the tree-based representations.62
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Figure 5.3: A tree with some of its partial trees (PTs).The main idea of tree kernels is to ompute the number of ommonsubstrutures between two trees T1 and T2 without expliitly onsideringthe whole fragment spae. In the following the equation for the e�ientevaluation of ST, SST and PT kernels are reported.To evaluate the above kernels between two T1 and T2, we need to de�nea set F = {f1, f2, . . . , f|F|}, i.e. a tree fragment spae and an indiatorfuntion Ii(n), equal to 1 if the target fi is rooted at node n and equal to 0otherwise. A tree-kernel funtion over T1 and T2 is
TK(T1, T2) =

∑

n1∈NT1

∑

n2∈NT2

∆(n1, n2) (5.4)where NT1 and NT2 are the sets of the T1's and T2's nodes, respetivelyand ∆(n1, n2) =
∑|F|

i=1 Ii(n1)Ii(n2). This latter is equal to the number ofommon fragments rooted in the n1 and n2 nodes.The ∆ funtion depends on the type fragments that we onsider as basifeatures. For example, to evaluate the fragments of type ST or SST, it anbe de�ned as:1. if the produtions at n1 and n2 are di�erent then ∆(n1, n2) = 0;63



2. if the produtions at n1 and n2 are the same, and n1 and n2 have onlyleaf hildren (i.e. they are pre-terminals symbols) then ∆(n1, n2) = 1;3. if the produtions at n1 and n2 are the same, and n1 and n2 are notpre-terminals then
∆(n1, n2) =

nc(n1)
∏

j=1

(σ + ∆(cj
n1

, cj
n2

)) (5.5)where σ ∈ {0, 1}, nc(n1) is the number of the hildren of n1 and c
j
n is the

j-th hild of the node n. Note that, sine the produtions are the same,
nc(n1) = nc(n2).When σ = 0, ∆(n1, n2) is equal 1 only if ∀j ∆(cj

n1 , c
j
n2) = 1, i.e. allthe produtions assoiated with the hildren are idential. By reursivelyapplying this property, it follows that the subtrees in n1 and n2 are idential.Thus, Eq. 5.4 evaluates the subtree (ST) kernel. When σ = 1, ∆(n1, n2)evaluates the number of SSTs ommon to n1 and n2 as proved in Collins andDu�y (2002).Moreover, a deay fator λ an be added by modifying steps (2) and (3)as follows1:2. ∆(n1, n2) = λ,3. ∆(n1, n2) = λ

∏nc(n1)
j=1 (σ + ∆(cj

n1 , c
j
n2)).The omputational omplexity of Eq. 5.4 is O(|NT1 |×|NT2 |) but as shown inMoshitti (2006b), the average running time is linear, i.e. O(|NT1 |+ |NT2 |).A more general form of fragments has been given in Moshitti (2006a).In this ase any portion p of T , namely Partial Trees (PT), is onsideredand an e�ient evaluation is provided. To ompute it, we need to de�ne adi�erent ∆ funtion:

• if the node labels of n1 and n2 are di�erent then ∆(n1, n2) = 0;
• else

∆(n1, n2) = 1 +
∑

~J1, ~J2,l(~J1)=l( ~J2)

l( ~J1)
∏

i=1

∆(cn1 [
~J1i], cn2 [

~J2i]) (5.6)1To have a similarity sore between 0 and 1, we also apply the normalization in thekernel spae, i.e. K′(T1, T2) = TK(T1 ,T2)
√

TK(T1 ,T1)×TK(T2,T2)
.64



where ~J1 = 〈J11, J12, J13, ..〉 and ~J2 = 〈J21, J22, J23, ..〉 are index sequenesassoiated with the ordered hild sequenes cn1 of n1 and cn2 of n2, respe-tively, ~J1i and ~J2i point to the i-th hild in the orresponding sequene, and
l(·) returns the sequene length.Furthermore, we add two deay fators: µ for the height of the tree and
λ for the length of the hild sequenes. It follows that

∆(n1, n2) = µ
(

λ2 +
∑

~J1, ~J2,l(~J1)=l( ~J2)

λd( ~J1)+d( ~J2)

l( ~J1)
∏

i=1

∆(cn1 [
~J1i], cn2 [

~J2i])
)

,(5.7)where d( ~J1) = ~J1l( ~J1)−
~J11 and d( ~J2) = ~J2l( ~J2)−

~J21. In this way, we penalizeboth larger trees and subtrees built on hild subsequenes that ontain gaps.Equation 5.7 is a more general one, the kernel an be applied to PTs. Alsonote that if we only onsider the ontribution of the longest hild sequenefrom node pairs that have the same hildren, we implement the SST kernel.For the ST omputation, we also need to remove the λ2 term from Eq. 5.7.5.2 Kernels for Coreferene ResolutionSyntati knowledge plays an important role in o-referene resolution. Espe-ially, the resolution of pronominal anaphora heavily relies on the syntatiinformation and relationships between the anaphor and of the anteedentandidates. For a pratial o-referene resolution system, the syntatiknowledge usually omes from parse trees of the text. The issue that arisesis how to e�etively inorporate the syntati information embedded in parsetrees to help resolution. One ommon solution seen in previous work is tode�ne a set of features that represent partiular syntati knowledge, suh asthe grammatial role of the anteedent andidates, the governing relationsbetween the andidate and the pronoun, and so on. These features are al-ulated by mining parse trees, and then ould be used for resolution by usingmanually designed rules Lappin and Leass (1994a); Kennedy and Boguraev(1996), or using mahine-learning methods (Aone and Bennett 1995a; Yanget al. 2004a; Luo and Zitouni 2005).However, suh a solution has its limitation. The syntati features haveto be seleted and de�ned manually, usually by linguisti intuition. Un-fortunately, what kinds of syntati information are e�etive for pronounresolution still remains an open question in this researh ommunity. Theheuristially seleted feature set may be insu�ient to represent all the infor-mation neessary for pronoun resolution ontained in parse trees. Another65



problem is that the values of the syntati features are extrated from parsetrees, and the auray of the deoding therefore annot be guaranteed es-peially for texts with ompliated grammar strutures.In our study, we explore how to utilize the syntati parse trees to helplearning-based oreferene resolution. Spei�ally, we diretly utilize parsetrees as a strutured feature, and then use a kernel-based method to au-tomatially mine the knowledge embedded in parse trees. The struturedsyntati feature, together with other normal features, is inorporated in atrainable model based on Support Vetor Mahine (SVM) (Vapnik 1995)to learn the deision lassi�er for resolution. Indeed, using kernel methodsto mine strutural knowledge has shown suess in some NLP appliationslike parsing (Collins and Du�y 2002; Moshitti 2004a) and relation extra-tion (Zelenko et al. 2003; Zhao and Grishman 2005). So far, there is a fewwork that applies suh a tehnique to referene resolution (Yang et al. 2006b;Iida et al. 2006). But most of them fous on pronoun resolution, and to ourknowledge, no work is on the oreferene resolution task.Compared with previous work, our approah has several advantages: (1)The approah utilizes parse trees as a strutured feature, whih avoids thee�orts of deoding parse trees into a set of syntati features in a heuristimanner. (2) The approah is able to put together the strutured feature andthe normal �at features in a trainable model, whih allows di�erent types ofinformation to be onsidered in ombination for both learning and resolution.(3) The approah is appliable for a pratial oreferene resolution system,as the syntati information an be automatially obtained from mahine-generated parse trees. And our study shows that the approah works wellunder the ommonly available parsers.We evaluate our approah in the newswire domain, on the MUC and theACE data set. The experimental results indiate that the strutured synta-ti feature inorporated with kernels an signi�antly improve the resolutionperformane. Espeially for the resolution of pronoun, the approah bringsup to 8% in F-measure.5.2.1 Related WorkOne of the early work on pronoun resolution relying on parse trees wasproposed by Hobbs (1978a). For a pronoun to be resolved, Hobbs' algorithmworks by searhing parse trees of the urrent text. Spei�ally, the algorithmproesses one sentene at a time, using a left-to-right breadth-�rst searhingstrategy. It �rst heks the urrent sentene where the pronoun ours. The�rst NP that satis�es onstraints, like number and gender agreements, would66



be seleted as the anteedent. If the anteedent is not found in the urrentsentene, the algorithm would traverse the trees of previous sentenes inthe text. As the searhing proessing is ompletely done on parse trees,the performane of the algorithm would rely heavily on the auray of theparsing results.Lappin and Leass (1994a) reported a pronoun resolution algorithm whihuses the syntati representation output by MCord's Slot Grammar parser.A set of saliene measures (e.g. Subjet, Objet or Ausative emphasis) isderived from the syntati struture. The andidate with the highest salienesore would be seleted as the anteedent. In their algorithm, the weights ofsaliene measures have to be assigned manually.Luo and Zitouni (2005) proposed a oreferene resolution approah whihalso explores the information from the syntati parse trees. Di�erent fromLappin and Leass (1994a)'s algorithm, they employed a maximum entropybased model to automatially ompute the importane (in terms of weights)of the features extrated from the trees. In their work, the seletion of theirfeatures is mainly inspired by the government and binding theory, aimingto apture the -ommand relationships between the pronoun and its an-teedent andidate. By ontrast, our approah simply utilizes parse treesas a strutured feature, and lets the learning algorithm disover all possibleembedded information that is neessary for pronoun resolution.Our previous work (Yang et al. 2006b) systematially explored the utilityof the strutured syntati features for pronoun resolution. Iida et al. (2006)also tried a similar strategy on Japanese zero-anaphora resolution, but usingdependeny tree instead of syntati parse tree as in (Yang et al. 2006b).5.2.2 The Resolution FrameworkOur oreferene resolution system adopts the ommon learning-based frame-work similar to those by Soon et al. (2001a) and Ng and Cardie (2002a).In the learning framework, a training or testing instane is formed bya possible anaphor and one of its anteedent andidate. During training,for eah anaphor enountered, a positive instane is reated by paring theanaphor and its losest anteedent. Also a set of negative instanes is formedby paring the anaphor with eah of the non-oreferential andidates. Basedon the training instanes, a binary lassi�er is generated using a partiularlearning algorithm. During resolution, an enountered noun phrase to beresolved is paired in turn with eah preeding anteedent andidate to forma testing instane. This instane is presented to the lassi�er whih thenreturns a lass label with a on�dene value indiating the likelihood that67



the andidate is the anteedent. The andidate with the highest on�denevalue will be seleted as the anteedent of the possible anaphor.As with many other learning-based approahes, the knowledge for thereferene determination is represented as a set of features assoiated withthe training or test instanes. In our baseline system, the features adoptedinlude lexial property, morphologi type, distane, saliene, parallelism,grammatial role and so on. These features usually have a binary value. Todistinguish with the feature based on parse tree, we all them ��at� featuresthroughout the remaining report. Interested readers may like to refer to theother reports for the detailed desription of the resolution framework of thesystem as well as the �at features.5.2.3 Inorporating Strutured Syntati InformationIn this setion we will disuss how to represent parse tree as a struturedfeature and how to use the kernels to inorporate this feature to do leaningand resolution.Main IdeaA parse tree that overs a pronoun and its anteedent andidate ould pro-vide us muh syntati information related to the pair. The ommonly usedsyntati knowledge o-referene resolution, suh as grammatial roles or thegoverning relations, an be diretly desribed by the tree struture. Othersyntati knowledge that may be helpful for resolution ould also be impli-itly represented in the tree. Therefore, by omparing the ommon substru-tures between two trees we an �nd out to what degree two trees ontainsimilar syntati information, whih an be done using a onvolution treekernel.The value returned from the tree kernel re�ets the similarity between twoinstanes in syntax. Suh syntati similarity an be further ombined withother knowledge to ompute the overall similarity between two instanes,through a omposite kernel. And thus a SVM lassi�er an be learned andthen used for resolution. This is just the main idea of our approah.Normally, parsing is done on the sentene level. However, in many asesa pronoun and an anteedent andidate do not our in the same sentene.To present their syntati properties and relations in a single tree struture,we onstrut a syntax tree for an entire text, by attahing the parse trees ofall its sentenes to an upper node.For eah sentene in an input text, a parse tree is automatially generated68



Figure 5.4: Parse tree for instane �the man in the room saw him"

by a given parser. The trees of all di�erent sentenes are attahed to a newlyreated root to build a large syntax tree for the entire text, based on whihthe strutured syntati feature is omputed.Strutured Syntati FeatureHaving obtained the parse tree of a text, we shall onsider how to selet theappropriate portion of the tree as the strutured feature for a given instane.As eah instane is related to a possible anaphor and an anteedent andi-date, the strutured feature at least should be able to over both of thesetwo expressions. Generally, the more substruture of the tree is inluded,the more syntati information would be provided, but at the same time themore noisy information that omes from parsing errors would likely be in-trodued. In our study, we onsider several strutured features that ontaindi�erent substrutures of the parse tree.For illustration, we use the sentene �The man in the room saw him. � .The parse tree for the sentene is shown in Figure 5.4.Consider the pronominal anaphor �him" and the anteedent andidate�The man". An instane inst(�him", �The man") is reated. The followingstrutured feature may be applied to the instane.Tree_Ana_Candi: The feature inludes the nodes ourring in theshortest path onneting the pronoun and the andidate, via the nearestommonly ommanding node. Also it inludes the �rst-level hildren of the69



Figure 5.5: The strutured feature Tree_Ana_Candi for instane inst(�theman", �him") in the sentene `the man in the room saw him"

nodes in the path. To redue the data sparseness, the leaf nodes representingthe words are not inorporated in the feature, exept that the word is theword node of the �DET" type (this is to indiate the lexial properties of anexpression, e.g., whether it is a de�nite, inde�nite or bare NP)If the pronoun and the andidate are not in the same sentene, we donot inlude the nodes denoting the sentenes (i.e., �S" nodes) before theandidate or after the pronoun.Figure 5.5 shows suh a feature for the instane i�him�, �the man�, whihis highlighted with dash lines. Note that to distinguish from other words,we expliitly mark up in the strutured feature the pronoun and the an-teedent andidate under onsideration, by appending a string tag �ANA"and �CANDI" in their respetive nodes (e.g.,�NN-CANDI� for �man� and�PRP-ANA� for �him" as shown in Figure 5.5).From the �gure, the strutured feature an dislose at least the followinginformation:1. The andidate is post-modi�ed by a preposition phrase. (the node�PP� for �in the room� is inluded)2. The andidate is a de�nite noun phrase (the artile word �the" is in-luded).3. The andidate is in a subjet position (NP-S-VP struture)70



Figure 5.6: The strutured feature Tree_Candi for instane inst(�the man",�him") in the sentene `the man in the room saw him"

4. The anaphor is an objet of a verb. (the node �VB� for �saw� is in-luded).5. The andidate is -ommanding the anaphor (the parent of the NPnode for �the main in the room" is dominating the anaphor (�him")All the above information is important for referene determination in thepronoun resolution.Tree_Candi: The feature inludes the whole tree struture related tothe NP of the andidate. Given a andidate, we �rst identify the entry ofthe head word (e.g., �man"). Then we trae the anestors of the head wordin the tree from bottom to top, until we get to �rst NP node whose parentis a non-NP node and whose right siblings are all non-NP node (i.e. the NPnode for �the man in the room"). The NP node found is the most uppernode overing the expression of the anaphor.Figure 5.6 shows the feature for the sample sentene. Suh a featureould represent more detailed desription information of the andidate.Tree_Ana: The feature inludes the whole tree struture related to theNP of the andidate. The seletion of the feature is similar to that for thefeature Tree_Candi. Given an anaphor, we �rst identify the entry of the71



Figure 5.7: The strutured feature Tree_Ana for instane inst(�the man",�him") in the sentene `the man in the room saw him"

head word (e.g., �him"). Then we trae the anestors of the head word inthe tree from bottom to top, until we get to �rst NP node whose parent isa non-NP node and whose right siblings are all non-NP node (i.e. NP nodefor �him").Figure 5.7 shows the feature for the sample sentene. Suh a featureould represent more detailed desription information of the anaphor.5.2.4 Enoding Context via Word Sequene KernelThe above strutures aim at desribing the interation between one referen-tial and one referent; if suh interation is observed on another mention pair,an automati algorithm an establish if they orefer or not. This kind of in-formation is the most useful to haraterize the target problem, however, theontext in whih suh interation takes plae is also very important. Indeed,natural language proposes many exeptions to linguisti rules and these anonly be detet by looking at the ontext.A typial way to enode ontext in NLP is regards the use of a windowof k words around the target onept, e.g. the mention andidate. Moresophistiated approahes use either n-grams or important o-ourrent wordpairs whih are not neessarily sequential, i.e. there an be some other notimportant words between them.The extration of all these features is expensive in term of program oding72



and the dimension of feature spaes that would result from the extration ofall possible n-grams (ontaining also gaps). The solution to this problem isprovided by the string kernel with gap based on words (introdued in Setion5.1.1).For example, given the following ontext of Bill Gates: and so BillGates says that, i.e. a window of 4 words. A string kernel would extratfeatures likes: Bill Gates says that, Gates says that, Bill says that, so Gatessays that, and so that and so on.5.2.5 ExperimentsIn our experiments, we tested the Polynomial Kernel, Tree Kernels and WordSequene Kernel and on the pronoun and Coreferene resolution tasks on theMUC-6 and ACE03-BNews data set. Regarding Tree Kernels for syntax, weonly show the results of the Tree_Ana_Candi struture as it was the onlyone produing an improvement.A preliminary investigation of di�erent kernel ombinations on a valida-tion set showed that
CK = TK(T1, T2) · PK(~x1, ~x2) + PK(~x1, ~x2) (5.8)is the best ombination between the tree kernel, TK, applied to the Tree_Ana_Candistruture and a polynomial kernel, PK, of degree 2, over the basi manualfeatures.Additionally, the word sequene kernel, SK, improved the above kernelby simply summing it to the ombination, i.e. by using CK + SK in thelearning algorithm.Table 5.1 lists the results for the pronoun resolution. We used PK onthe Soon et al.'s features as the baseline. On MUC6, the system ahievesa reall of 64.3% and preision 63.1% and an overall F-measure of 63.7%.On ACE02-BNews, the reall is lower 58.9% but the preision is higher, i.e.68.1%, for a resulting F-measure of 63.1%. In ontrast, adding the syntatistrutured feature leads to a signi�ant improvement in 17% preision forMUC-6 with a small gain (1%) in reall, whereas on the ACE data set, italso helps to inrease the reall by 7%. Overall, we an see an inrease in F-measure of around 8% for MUC and 4.5% for ACE02-BNews. These resultssuggest that the strutured feature is very e�etive for pronoun resolution.Table 5.2 lists the results on the oreferene resolution. We note thatadding the strutured feature to the polynomial kernel, i.e. using the modelPK+TK, improves the reall of 1.9% for MUC-6 and 1.8% for ACE-02-BNews and keeps invariate the preision. Compared to pronoun resolution,73



Table 5.1: Results of the pronoun resolutionMUC-6 ACE02-BNewsR P F R P FBase Features 64.3 63.1 63.7 58.9 68.1 63.1Base Features+Syntati Tree 65.2 80.1 71.9 65.6 69.7 67.6Table 5.2: Results of the oreferene resolutionMUC-6 ACE02-BNewsR P F R P FPK 61.5 67.2 64.2 54.8 66.1 59.9PK+TK 63.4 67.5 65.4 56.6 66.0 60.9PK+TK+SK 64.4 67.8 66.0 57.1 65.4 61.0the improvement of the overall F-measure is smaller (less than 1%). Thisours sine the resolution of non-pronouns ase does not require a massivelyuse of syntati knowledge as in the pronoun resolution problem. Still, theenhanement in F1 suggests that adding strutured features an help in someases, e.g., the identi�ation of NP pairs in a prediative struture.Finally, it should be noted the positive impat of the ontext informationprovided by the string kernel, espeially in the MUC dataset, i.e. +0.6%.This shows that the lassi�ation algorithm an exploit the knowledge aboutdi�erent ontexts to make di�erent deisions, e.g. it an disambiguate thesense of bank in the two ases: the entral bank will �nane new onstrutionplans, for example, the building of a river bank in the ity. vs. theentral bank will �nane new onstrution plans, for example, the bankwill �nane a new hospital in the ity. Although, the set of words in thetwo sentenes are very similar the windows of 4 words around bank are quitedi�erent.5.3 Kernels for Alias ResolutionMost methods urrently employed by oreferene resolution (CR) systemsfor identifying oreferent named entities, i.e. aliases, are fairly simplisti innature, relying on simple surfae features suh as the edit distane betweentwo strings representing names.The fundamental problem with this approah is that it fails to take into74



aount the struture ontained within names. For instane, we know fromexperiene that last names tend to be more unique than �rst names andtherefore, the name Jane Hauk is slightly more likely to be oreferent withthe name Hauk than the name Jane even though both names are the sameedit distane away from Jane Hauk.In light of this shortoming of existing named entity resolution systems,we propose an alternative method that takes advantage of the syntatistruture of names and ombines this information with the use of kernelmethods, a set of more sophistiated and �exible funtions for measuringsimilarity between two objets.For the purposes of this paper, we foused exlusively on proper nouns,or named entities. Table 1 provides several examples of the ases we wereonerned with, taken from the MUC 6 orpus (Chinhor and Sundheim2003). Our primary goal was to determine whether improving named entityresolution using speialized features and a separate lassi�er ould lead to anoverall improvement in performane of a general CR system. In partiular,we sought to exploit syntati struture in proper names to help identifyaliases. This paper desribes our approah.5.3.1 Related WorkAlthough several previous studies have been onduted that deal with thenamed entity resolution task, they are all relatively simplisti in that theyeither do not rely on any mahine learning mehanism or do not make useof names' syntati strutures, instead treating them as simple strings.Wee M. Soon (2001) inlude a basi alias feature in their CR arhiteture.The binary feature, whih is set to true if two mentions are determined tobe likely aliases, makes use of several speialized heuristis for di�erent typesof named entities. For people, only the last token in eah string is omparedfor equality. For organizations, one mention is attempted to be made into anabbreviation of the other. This approah has the advantage of being able toName AliasBJ Habibie Mr. HabibieFederal Express FedexJu Rong Zhi JuTable 5.3: Examples of oreferent named entities (aliases) taken from theMUC 6 orpus. 75



fairly reliably detet abbreviations, but it does not treat mentions markedas people in a very sophistiated way.Bontheva et al. (2002) present a more sophistiated approah in the formof a set of binary rules that olletively make up a named entity resolutionmodule. In addition to the last token math rule used by Soon et al.,several more rules are introdued, inluding:
• possessive mathing � mathes a name and its possessive form (e.g.Greg and Greg's).
• prepositional phrase mathing � mathes organization names thathave been rotated around a preposition (e.g. Department of Defenseand Defense Department).
• multi-word name mathing � mathes two phrases in whih onename is a substring of another (e.g. The President of the United Statesand The President).Several other rules are used. One shortoming of this approah as it isused in their system is that if any single rule �res, two mentions are lassi�edas aliases. In other words, no mahine learning is employed.Uryupina (2004) presents the most in-depth study of the subjet. Theysplit the task of mathing two aliases into three stages: normalization �removing largely irrelevant information suh as apitalization, puntuationand determiners; substring seletion � piking the most salient token in eahname for omparison; and mathing � omparing the substrings. After devel-oping several di�erent features for eah of these proessing stages and testinga variety of feature on�gurations, they report that sophistiated mathingalgorithms an suessfully improve baseline performane of named entityresolution. The use of e�etive normalization and substring seletion algo-rithms also leads to marginal but statistially signi�ant gains.5.3.2 MethodAll previous studies have treated names as simple strings. We sought toimprove upon past work by adding syntati information to the feature setby tagging the parts of a name (e.g. �rst name, last name, et.) as illustratedin Figure 5.8.One lear advantage of this approah is that, assuming information abouta name's internal struture is available, the substring seletion task beomes76



 Figure 5.8: A proper name labeled with syntati information.straightforward for nearly all ases: simply ompare the last names of twomentions.However, a more promising advantage to this type of name representa-tion is that it may eliminate the need for expliitly performing a substringseletion proedure altogether, when it is used in onjuntion with a ma-hine learning algorithm. If a lassi�er is trained on many suh examples, itis likely to assign a high weight to mathing last names and a low weight to�rst names. In other words, the three name mathing stages desribed byUryupina (2004) may be replaed entirely with a learning algorithm. This iswhat we hoped to aomplish. This method, however, poses two signi�antproblems: (1) how to obtain the name struture information and (2) howto represent training instanes for a learner. We will address eah of theseproblems in turn.Name Internal StrutureRather than build a tool for parsing proper names, we took advantage of anexisting tool, developed by Hal Daumé III, alled the High Auray Parsingof Name Internal Struture (HAPNIS) sript2.HAPNIS takes a name as input and returns a tagged name like what isshown in Figure 5.8. It uses a series of heuristis in making its lassi�a-tions based on information suh as the serial positions of tokens in a name,the total number of tokens, the presene of meaningful puntuation suh asperiods and dashes, as well as a library of ommon �rst names whih anbe arbitrarily extended to any size. The tag set onsists of the following:surname, forename, middle, link, role, and su�x.2The sript is freely available at http://www.s.utah.edu/ hal/HAPNIS/.77



Daumé reports a 99.1% auray rate on his test data set. We thereforeonluded that it was su�ient for our purposes.Tree KernelsOne we have a olletion of tagged names, the next problem is how tomeasure similarity between a pair of names for the purpose of training alassi�er. Due to the natural representation of a name in a tree struture, wehose to follow reent suesses using tree kernels (Moshitti 2004b, 2006a)with support vetor mahines (SVMs).The basi priniple behind a tree kernel, or more spei�ally a partialtree kernel, as presented in Moshitti (2006), is that two parse trees aredeomposed into all their possible partial trees3 and then the partial treesare ompared to obtain a measure of similarity. Nodes higher in a tree willappear in more partial trees and will therefore fator more signi�antly intothe similarity omputation.However, using partial tree kernels in this manner will only provide asimilarity measure between parse trees whih may then be used as a fea-ture in a learning algorithm. A learning algorithm that uses a tree kernelas its only feature will essentially only be determining an optimal thresh-old value for separating positive and negative instanes. Instead, we wouldlike the learning algorithm to learn deeper harateristi di�erenes betweenthe training instanes themselves. That is, the learning algorithm shouldlearn what qualities of a training instane make it a positive (oreferent) ornegative instane.We therefore developed the following method of ollapsing two namesinto a single tree representation, illustrated in Figure 5.9. This representationroughly re�ets how similar two names are, but leaves the task of determiningwhih elements of the tree are relevant for lassi�ation up to the learningalgorithm. Note that this representation is essentially idential to the treerepresentation of names shown in Figure 5.8, but with numerial values at theleaf nodes instead of strings. These numerial values onstitute a similaritymeasure between the orresponding parts of the two names in the traininginstane.We used a string kernel funtion to ompute the similarity between parts3A partial tree is simply a subtree without any onstraint that the subtree satisfyany rules of grammar. In other words, a set of partial trees is obtained by ignoring thesemantis of a parse tree and extrating all its subtrees. The term subtree, however,already has a meaning in this ontext, namely, one in whih the grammatial onstraintholds. 78



 Figure 5.9: A tree representing a training instane for the names GregorJohann Mendel and Charles Robert Darwin. The atual training instanesontained branhes for all of the possible HAPNIS name tags.of names. String kernels work in essentially the same way as tree kernels,by extrating all of substrings of a string and omparing them with all thesubstrings of another string (Lodhi et al. 2002). One important property ofstring kernels is that the set of substrings it onsiders inludes substrings ofontiguous and nonontiguous letters. For example, the set of substrings forthe string bug is: {bug, bu, bg, ug, b, u, g}. This approah is far superiorto a simple string math for two reasons. First, it o�ers a graded measureof similarity instead of a rigid binary measure that a string math featurewould provide. Seond, it is not nearly as sensitive to alternative spellingsor misspellings of names (e.g. Hezbollah and Hizballah). In a test desribedbelow, the string kernel funtion was also found to be more reliable forlassifying aliases than the Levenshtein edit distane metri.A tree kernel funtion ordinarily expets strings at the leaf nodes and,in fat, performs a string kernel when omparing leaf nodes to obtain asimilarity measure. Beause we used numerial values for leaf nodes, wemodi�ed the tree kernel funtion to take the produt of these values whenomparing leaf nodes to obtain some measure of their mutual similarity.5.3.3 DataWe used the MUC 6 oreferene orpus for all experiments. For our prelimi-nary experiments, we extrated only those pairs in the MUC 6 testing set inwhih both mentions were proper names, as determined by the named entityreognizer built in to the general CR system we worked with. This set ofproper names ontained about 37,000 pairs of whih about 600 were positive79



Feature Reall Preision F-measureString kernel 49.5% 60.8% 54.6%Edit distane 23.9% 53.1% 33.0%Table 5.4: Comparison between string kernels and edit distane as preditorsof aliases.instanes. About 5,500 pairs were randomly seleted as test instanes andthe rest were used for training.For the �nal experiment involving the full CR system, we used the om-plete MUC 6 orpus.5.3.4 ExperimentsPreliminary ExperimentsAs explained earlier, we hose to use a string kernel funtion to obtain nu-merial measures of similarity between orresponding parts of names insteadof Levenshtein edit distane. This deision was based on an experiment inwhih we trained a deision tree lassifer with the smaller data set of onlyproper name pairs, using either the string kernel of the two names or the editdistane of the two names as the only feature. The results appear in Table2. String kernels performed better by a measure of 21.6 perentage pointsin the F-measure.The seond preliminary experiment we ran was to �nd whether using thetree-based feature desribed above ould improve beyond the performane ofusing only a string kernel feature. First, an SVM lassi�er was trained usingonly a string kernel feature, just as in the previous experiment. Then anSVM lassi�er was trained using only the tree-based feature. The results ofthe omparison are shown in Table 3. Di�erent �gures were obtained for thestring kernel feature beause an SVM lassi�er was used instead of a deisiontree. We did, however, use the same data set. The tree-based feature thattook name internal struture into aount led to notably better performanethan just the string kernels, improving both reall and preision.Final ExperimentThe goal of our �nal experiment was to inorporate our new feature into a fullCR system to see if the improvement transferred to a more omprehensive80



Feature Reall Preision F-measureString ker-nel 58.4% 67.5% 62.6%Tree-basedfeature 64.8% 70.0% 67.3%Table 5.5: Comparison between string kernels and tree-based feature usingname internal struture information.Features Reall Preision F-measureSoon et al. 43.6% 74.8% 55.0%+ Tree-based feature 43.8% 75.2% 55.4%Table 5.6: The e�et on oreferene resolution performane of adding thetree-based feature to the existing basi set of features from Soon et al. (2001)senario.We started with a basi implementation of the Wee M. Soon (2001)system. We modi�ed it slightly to employ two di�erent lassi�ers, ratherthan just one. One lassi�er was used only for instanes involving two propernames and the other lassi�er was used for all other ases. Furthermore, theformer lassi�er was modi�ed to use an SVM rather than a deision tree.The reason for this is simply that our new tree-based feature required theuse of an SVM.The system was �rst run with both lassi�ers training on the exat samebasi set of features desribed in Soon et al. Next, the lassi�er for propernames was modi�ed to inlude the tree-based feature. The results are shownin Table 4. Use of the tree-based feature marginally improved overall CRperformane.5.3.5 Disussion and ConlusionAlthough the inlusion of this new feature for identifying aliases on the basisof the similarity of the internal struture of names only had a marginalpositive e�et on overall performane, we onsider this a promising result forthe approah we desribed. There are several elements of our method thatould be improved and re�ned that may lead to more signi�ant performane81



gains.First, as explained earlier, we hose to use the HAPNIS tool for extratingstruture information in names. This tool, though it does seem adequatefor most pratial onditions, it has a few shortomings. For instane, itsbehavior is based only on a handful of �xed rules, and is not the produt ofextensive training with a mahine learning model. Thus, we are likely to seethe greatest hange in performane by re�ning this stage of the proess anddeveloping a more sophistiated tool for the job.Seond, we only tried representing the instanes suh that there is justone branh extending from the root for eah part of a name. This methoddoes not fully take advantage of the tree kernel funtion, whih is moste�etive when there are multiple levels in a tree. Therefore, an alternativeapproah might involve a more omplex tree representation. For instane,beause the last name is undoubtedly the best indiator of whether twonames are oreferent, it may make sense to plae that branh higher in thetree and, perhaps, make the rest of the parts of the name hildren of the lastname node.Nevertheless, we have demonstrated that internal name struture is use-ful for named entity resolution and our approah is feasible and promising.Furthermore, this study suggests that developing speialized features for par-tiular types of noun phrases an be an e�etive tehnique for CR. Furtherwork is surely needed to attempt the types of improvements just desribedand attempt to generalize these �ndings by fousing on improving othertypes of noun phrases.
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Chapter 6Annotation and EvaluationMetrisRon Artstein, David Day, Janet Hitzeman andMassimo Poesio6.1 The ACE 2005 CDC CorpusSine there was no other sizable ross-doument oreferene data set avail-able for whih well-motivated intra-doument oreferene annotations werealso available, Janet Hitzeman and David Day reated and ontributed tothe workshop a version of the omplete English ACE2005 EDT data setannotated for ross-doument oreferene.6.1.1 Callisto/EDNA Annotation ToolIn order to reate the ELERFED ross-do oreferene orpus, we made useof the previously developed Callisto/EDNA annotation tool. This is a spe-ialized annotation task plug-in for the Callisto orpus annotation tool.1.This Callisto lient plug-in requires the installation and set up of a sepa-rate Tomat web server and assoiated Luene web servies plugins reatedfor this task. The ACE2005 soure and APF (stando� annotation) dataare hosted on a server and indexed using a ustomized Luene doumentparser. The result of this proess is that searh engine lients an searh theACE2005 repository using speialized struture-dependent queries, suh assearhing for strings within entity name mentions, and/or within entities of1http://allisto.mitre.org/ 83



a partiular type and sub-type. The Callisto annotation tool task providedan integrated interfae where EDT-annotated douments an be examinedand individual entities an be linked to other entities in the orpus.6.1.2 Corpus Pre-Proessing and Cross-Doument Co-RefereneAnnotationTo make the annotation proess tratable, it had been already been notedin earlier disussions within the ACE ommunity that entities without namementions should be avoided in the ross-doument oreferene resolutionproess. Therefore, we on�gured the Callisto/EDNA tool to fous the an-notation proess on entities that met the following riteria:1. The entity had at least one mention of type NAME;2. The entity was of type PER, ORG, GPE or LOC.Our goal in providing a fully annotated ACE ross-doument orpus wasto proeed as quikly as possible, sine we were well aware of the limitedtime and sta�ng available for this task. To expedite the annotation proess,we deided to apply an initial automated pre-annotation (ross-do linking)proess prior to manual annotation. We had observed in early e�orts thatmuh of the time invested by the human annotator was in physially link-ing frequently ourring entities to eah of the numerous entities in otherdouments where suh entities were mentioned. For example, �the Presi-dent of the United States� ourred in a signi�ant perentage of the ACEdouments, and the annotation of this phrase would neessitate a laboriousproess of stepping through the physial liking (atually a whole asadeof user mouse ations) of many highly probable o-referring entities. The au-tomati pre-proessing proedure was written in Java to load the ompleteACE2005 orpus EDR annotations into memory, after whih it proeeded tolink eah pairwise entity just in ase those two entities were of exatly thesame TYPE and SUB-TYPE and the entities shared at least one mentionof type NAME whose strings were idential (using a ase-sensitive stringomparison test). Of ourse, this automati linking proedure produed in-appropriate links. The Callisto/EDNA annotation tool provided the abilityto quikly review and, if warranted, edit any links made earlier, whether bythis automati proess or by a human annotator.After an initial joint foray into the manual ross-doument annotationproess by both of us, Dr. Hitzeman pursued and ompleted the vast ma-jority of annotation before the workshop and during its �rst week. The84



resulting orpus (derived from the ACE2005 English EDT orpus) onsistsof approximately 1.5 million haraters, 257,000 words and 18,000 distintdoument-level entities (prior to ross-doument linking), and approximately55,000 entity mentions. The doument-level entities are distributed arossentity types in the following way: PER 9.7K, ORG 3K, GPE 3K, FAC 1K,LOC 897, WEA 579, VEH 571. The entity mentions are distributed arossmention type in this way: PRO 20K, NAM 18K, NOM 17K. Those en-tities that satisfy the onstraints required for them to be inluded in theross-doument annotation proess number 7,129. After the ombination ofautomati and manual annotation, the number of ross-doument entitiesnumbers 3,660. Of these, 2,390 are entities that are mentioned in only onedoument. The main e�ort in annotating these data required approximately2 sta� weeks, though review and editing ontinued for some time into theworkshop.6.2 The Arrau CorpusThe Arrau orpus of anaphori relations was reated at the University ofEssex between 2004 and 2007 as part of the Arrau projet, EPSRC grantnumber GR/S76434/01.2 The projet introdued an annotation shemespei�ally targeted at marking two phenomena whih had been di�ultto annotate: ambiguous expressions whih may refer to more than one ob-jet from previous disourse, and expressions whih refer to abstrat entitiessuh as events, ations and plans. During the 2007 summer workshop theorpus was extended, onsolidated, and onverted for use with the anaphoraresolution system developed at the workshop.6.2.1 CompositionThe orpus onsists of a mixture of genres � dialogue, narrative and newswire.Task-oriented dialogues from the Trains-91 and Trains-93 orpora (Grosset al. 1993; Heeman and Allen 1995) were marked for oreferene in Essexin the summer of 2006. Narratives, inluding �ve texts from the Gnome or-pus (Poesio 2004b) and the full English Pear Stories orpus (Chafe 1980)3were annotated in Essex in the summer of 2006 and in the spring of 2007,respetively. The �nal and largest part of the orpus is newswire text fromthe Wall Street Journal portion of the Penn Treebank (Marus et al. 1993),2http://swww.essex.a.uk/Researh/nle/arrau/3http://www.pearstories.org 85



Soure Texts Markables Wordstotal anaphoriaTrains 91 16 2874 1679 14496Trains 93 19 2342 1327 11287Gnome 5 6045 2101 21599Pear stories 20 3883 2194 14059Wall Street Journal 50 9177 2852 32771aAnaphori markables are all the ones for whih an expliit nominalanteedent was identi�ed.Table 6.1: Composition of the Arrau orpusannotated in stages in Essex in the summers of 2006 and 2007, and at Hop-kins during the workshop. The omposition of the orpus is summarized inTable 6.1.6.2.2 Annotation ShemeThe orpus was reated using the mmax2 tool (Müller and Strube 2003),whih allows marking text units at di�erent levels. All noun phrases aretreated as markables whih an be anaphori or serve as anteedents (orboth), and all lauses are treated as potential anteedents for disourseanaphora. For those texts where NPs and lauses were not already markedwe identi�ed them using the Charniak parser (Charniak 2000) and then or-reted the output by hand. The sheme allows for marking a small number ofattributes on eah NP � gender, grammatial funtion, number, person, andan attribute whih ombines animay and a onrete/abstrat distintion.Eah noun phrase is marked as either anaphori, disourse-new, or non-referential. If an objet is referential then the referent is identi�ed � in arestrited domain like Trains the referent is seleted from a list, and other-wise it is entered as free text. Expressions whih are anaphori are linked toprevious disourse. In order to allow the marking of expressions with ambigu-ous anteedents, anaphori links are marked by pointers from an anaphoriexpression to its anteedent; ambiguity is indiated by multiple pointersfrom a single anaphori expression (Poesio and Artstein 2005). Anaphorais therefore not an equivalene relation and markables form more omplexstrutures than equivalene sets indiating identity of referene. Referene86



to an event, ation or plan is marked by a pointer from the referring NP tothe lause that introdues the abstrat entity (Artstein and Poesio 2006).The sheme also allows the marking of ertain bridging relations, namelypart-of, set membership, and a onverse relation (when an expression has adi�erent referent than a preeding expression).6.2.3 Using the orpusThe anaphora resolution system developed at the workshop treats anaphorireferene as an equivalene relation, and onsequesntly requires both trainingand test data whih divide the markables into equivalene lasses. In orderto run the system on the Arrau orpus we reated a new annotation levelof markable sets, whih inluded all the anaphors and their anteedents.The markable sets were derived from the original markable pointers, and forambiguous anaphors we just hose the �rst marked interpretation, assumingthat this would be the most salient one. We also augmented the Wall streetJournal part of the orpus with additional texts from the Vieira and PoesioCorpus (Poesio and Vieira 1998b) and the Mosow orpus being reated byProf. Kibrik and his group at the University of Mosow.4 The extendedorpus was divided into development, training and test sets, with the testtexts all taken from setion 23 of the Penn Treebank. The omposition ofthe extended orpus is shown in Table 6.2.In the ourse of the workshop we only got to use the Arrau orpus withthe baseline system. Performane was at around 0.40 (MUC F-sore), give ortake a few perentage points, regardless of whih sets were used for trainingand testing. We plan to run the improved systems on the orpus, and releasethe orpus for general use.6.3 Co-Referene Resolution Soring Metris6.3.1 Existing metrisA variety of metris have been used to evaluate IDC, though the predomi-nant metri in the literature is that of the MUC-6 so-alled �model theoreti�oreferene metri (Vilain et al. 1995). This metri tends to produe rela-tively high sores ompared to other available metris, but ontinues to beused to ompare systems, so the workshop remained ommitted to providingperformane measures in those terms.4 87



Soure Texts Markables Wordstotala oreferentbArrau development 3 756 344 2593Arrau testing 16 3289 1619 11760Arrau training 31 5132 1874 18418VPC develoment 15 2471 807 9900VPC training 20 5624 2037 21218Mosow testing 6 213 2295Mosow training 34 1901 20234Total testing 22 1832 14055Total training 83 5637 57557aThe anaphora resolution system only uses oreferent markables, sowe did not extrat all the markables from the Mosow orpus.bCoreferent markables are those whih partiipate in an anaphorihain as either anaphor or anteedent.The total training data is less than the sum of the individual om-ponents beause two texts are annotated in both Arrau and the VPC.Table 6.2: Extended Arrau orpus
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The MUC-6 model-theoreti metri aptures the sets of mentions de-rived from intersetions between the system-generated sets and the referenesets. By de�ning the theoretial lower-limit of operations required to bringthe system set into onformane with the referene set, the metri de�nesa ounterpart to the systemâ��s reall sore. Conversely, one an de�nethe lower bound on operations that would bring the referene set into on-formane with the system set as the systemâ��s preision sore. Thesetwo sores are then ombined using the F-measure harmoni mean to derivethe overall MUC-6 oreferene sore. Among the ritiisms applied to theMUC-6 metri is that it fails to distinguish between the number of elementsin the system/referene intersetion sets, but assigns equal weight to theoperations required to bring them bak into onformane. Thus, if a systeminappropriately links two very long hains and orretly separates out a shortoreferene hain, this generates the same salar value as when a system linksone of the long hains to the muh shorter hain. Intuitively there are morepairs of mentions that â��in the wrong oreferene relationshipâ�� in the�rst situation ompared to the seond, but the MUC-6 sorer treats the sin-gle â��de-linkingâ�� operation as the â��ostâ�� of their being out ofalignment. In addition, the way in whih reall and preision are omputedompletely separately allows the MUC-6 sorer to impliitly perform on-�iting operations in order to ompute the degree of mis-alignment (numberof operations required to bring system and referene into onformane). Inthis sense the metri an be viewed as overly â��optimistiâ�� in its assign-ment of the ost of an inappropriate link. Finally, another ritiism leveledagainst the MUC-6 metri is that it is not de�ned for singleton mention setsâ�� if either the referene or the system oreferene hains inlude hainsof single mentions, these are simply ignored by the omputation. Clearly inthe ase of ross-doument oreferene it is highly likely that entities mightbe mentioned in only a single doument from a set.B-Cubed (Bagga and Baldwin 1998b) is a metri designed to the MUC-6 sorerâ��s inattention to the number of mentions within an intersetionset. In addition, this metri was spei�ally designed by its authors to beappliable to the task of evaluating ross-doument oreferene. It adoptsthe idential model-theoreti view of the system and referene mention sets,but, rather than summing the number of operations needed to bring eahinto onformane with the other, B-Cubed omputed a weighted sore foreah intersetion sub-set (in the reall and preision senarios) based on thenumber of mentions in/out of the same set membership. The result is greater�delity in distinguishing links that bring together hains of di�erent lengths.The metri is also de�ned for handling oreferene hains that onsist of89



singleton mentions. In general the B-Cubed sores tend to be somewhatlower than those of the MUC-6 metri.The ACE Value metri (Doddington 2001) was introdued in the ACEommunity evaluations. It omputes a sore based on a partiular map-ping between system entities and referene entities. Entities that fail to bemapped are assigned a ost, and the quality of mapped entities is a funtionof the number of mentions in ommon, as well as other features assoiatedwith the entities (their type, sub-type, mention-type, et.). The ACE sorergenerates the best possible sore for a given system output by onduting adynami programming searh of all possible mappings. The �nal ACE CostValue is reported as a perentage of the possible (optimal) value (derived bymapping referene to itself) given the systemâ��s mapping value. Given theost values assigned to false alarms, the ACE metri an take on negativevalues. The ACE value makes use of a ost matrix that treats di�erent typesof mentions and entities di�erently, based on what was studied as of valueto real intelligene analysts using the results of a hypothetial ACE-typeextration system. The omplexity of the sorer, inluding its ost matrix,has tended to redue the use of this metri in reviewed publiations, outsidethose developed spei�ally for the ACE ommunity evaluations. The perlsript authored by George Doddington, and distributed via the ACE website, is the only known omplete and o�ial implementation of this soringmetri.Xiaoqiang Luo of IBM has developed an alternative oreferene soringmetri that inorporates muh of the approah found in the ACE sorer.Luoâ��s Constrained Entity-Alignment F-measure (Luo 2005) alsoonduts an optimal mapping of system to referene mention hains thatuses dynami programming to perform this searh e�iently. Unlike theACE metri, it does not make use of a mention-spei� ost matrix. Itomputes an analogue to reall and preision by measuring the alignmentsores as a funtion of the system to the referene (ignoring the referene orsystem entities that are not mapped in these respetive onditions). So faras we know Luoâ��s implementation of his sorer is the only one available.Researhers at the University of Massahusetts have begun using a met-ri they all simply pairwise. It generates a simple reall, preision andsubsequent F-measure sore based on ounting the pairs of mentions thatare or are not in the same oreferene hain in both system and referene.Obviously there are a large number of possible pairs from a given data set,many of whih should not be linked. Empirially it has been observed thatthis metri tends to be lower than either the MUC-6 or B-Cubed metrisfor the same data sets. As with the MUC-6 sorer, this is only de�ned for90



oreferene hains of two or more mentions.The doument lustering and speaker identi�ation ommunities haveused metris that may be of use within the intra-doument and ross-doumentoreferene researh ommunity. One of these metris is alled purity(Solomono� et al. 1998). It is analogous to the MUC-6 and B-Cubed met-ris in its adoption of a model-theoreti view, but it di�ers by omputingthe maximum of the number of mentions at the intersetion of a given sys-tem/referene oreferene hain alignment. A related metri is entropy(Dhillon et al. 2001), whih measures the entropy between the mention lus-ters (oreferene hains) of the system and the referene lusters. Neitherof these soring metris have been used very frequently within the orefer-ene resolution ommunities, but as this workshop has begun to expand thesope of oreferene resolution to that of ross-doument oreferene andentity/doument lustering (as in SPOCK and SemEval Web People tasks),we thought it appropriate to ompare their utility.6.3.2 A omparison between these metrisThe soring methods fall into two broad ategories, whih we will all set-based methods and entity-based methods.Set-based methods redit a system if it identi�es part of an anahorihain (equivalene lass) and penalizes it if it missed a part. MUC sorer,B-ubed, purity and pairwise fall in this ategory. By ontrast, entity-basedmethods do not redit or penalize the system for suess and failure onparts of the data, but rather take a global view, evaluating how well thesystem sueeded in disriminating between the various entites (de�ned bythe oreferene sets). ACE sore, entropy and mutual information fall in thisategory.The di�erene between set-based metris and entity-based methods isbest illustrated with an example. Figure 6.1 shows the result of a systemrun: the dark irles are mentions that refer to one entity, the light irlesare mentions thay refer to a seond entity. The key provides anaphori linksbetween oreferent mentions, and the response provides a somewhat di�erentset of links whih is the system output. Looking at the orrespondenebetween the system and the key, we notie that the system did identify someof the links orretly � for example, it identi�ed the �rst four mentions asoreferent with one another � but also made a few wrong onnetions. This iswhy the set-based soring methods give it a medium sore, ranging between0.5 and 0.75 (Table 6.3).Entity-based measures, however, give the system a muh lower sore, as91



z z z z z j j j j j
KeyResponseFigure 6.1: Key and response links

Preision Reall FMUC 0.750 0.750 0.750B-ubed 0.500 0.680 0.576Purity 0.500 0.800 0.615Pairwise 0.414 0.600 0.490ACE 0.125Entropy 0.000 0.278 0.000Mutual Information 0.000Table 6.3: Sores given to the system in Figure 6.1
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Figure 6.2: An entity representation of Figure 6.1MUC B-ubed Purity Pairwise ACE
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� d. 0.833 0.750 0.750 0.556 0.167Table 6.4: Ranking of system outputsseen in the bottom part of Table 6.3. The reason is that while the systemidenti�ed some anaphori links orretly, it failed to distinguish between thetwo entities. Knowing how the system lassi�ed a partiular mention givesus no information about what entity that mention refers to. This an beseen if we rearrange the mentions of Figure 6.1, and instead of drawing linkswe group them into sets as in Figure 6.2.It appears that researhers in anaphora resolution prefer set-based soringmethods over entity-based methods, whih are more popular in lustering.The reason is probably tht set-based methods are loser to evaluating theproess of anaphora resolution: most systems proeed mention by mentiontrying to �nd the losest link, so it makes sense to use this approah in orderto evaluate their performane.Every measure has some pathologial ases where it yields some ounter-intuitive results. Table 6.4 shows the results for some spei� system outputwhih ompare to a ommon key. 93



6.3.3 Implementation of the soring metrisWe implemented a java program in whih the following metris were im-plemented: MUC-6, B-Cubed, Pairwise, Purity (Reall, Preision and F),and modi�ed versions of Pairwise and MUC-6 in whih singleton oreferenehains ould be inorporated. This soring suite also inorporate a all-out tothe ACE perl sript sorer. The input was expeted to be MUC-style orefer-ene hains, so the sorer suite inorporated a utility to generate ACE-styleAPF versions of this data on the �y, for both system and referene data.The result was a use of the ACE Value metri in whih the ost matrix wasessentially ompletely uniform (sine some of the data we were evaluating didnot make ACE-appropriate distintions of entity types nor entity mentions).The program an be alled from bart.
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